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Security issues of distributed networked storage systems
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In this project, we study security issues of
distributed networked storage systems. A
networked storage system enables users to store

data and to access data via Internet access.

Currently, distributed networked storage systems
are designed for efficiency and security is a second
issue. One of goals of this research is to improve
the data confidentiality in distributed networked
storage systems.

In the first year (2009-2010), we developed a
random linear code-based secure distributed
networked storage system. The system uses a
public key encryption scheme to provide high data
confidentiality and uses a random linear code to
achieve the data robustness. The data storing and
retrieval processes are fully distributed. The paper
has been published in IEEE TPDE.

In second year (2010-2011), we develop the
system such that it can support the functionality of
data forward. In this system, the data owner can
securely forward the stored data in the distributed
storage system to another user. The owner does
not need to retrieve the data back to process it for
forwarding to another user. The owner simply
sends a proxy re-encryption key to the storage
servers and the servers re-encrypt the data into a
ciphertext that can be decrypted by the target user.
This method reduces the bandwidth requirement
dramatically. We have finished a manuscript and
submitted it to an international journal.

In the third year (2011-2012), we continue to
research on distributed storage systems. Based on
the results of the previous two years, we consider
repair mechanisms for our robust and secure
storage system. We propose cooperative and
non-cooperative repair mechanisms. The results
have been published in the conference IEEE
TrustCom-2011. The complete paper is submitted

to a prestigious journal.



Keywords: Distributed networked storage system,
public key cryptosystem, random erasure code,
data forwarding, repair mechanism.
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Abstract—Erasure code based distributed storage systems
provide data robustness by storing encoded-fragments over
servers. To maintain data robustness, a repair mechanism
recovers a storage system from server failures by repairing
encoded-fragments. For decentralized erasure code based stor-
age systems, we propose a decentralized repair mechanism.
Our mechanism has the following features. Firstly, an encoded-
fragment is replenished by a combination of a number u of
encoded-fragments that are randomly chosen. Secondly, the
number u depends on the number of the available encoded-
fragments and is independent of the pattern of missing
encoded-fragments. Thirdly, multiple encoded-fragments are
simultaneously replenished in parallel. We measure the com-
munication cost in terms of the number u of required network
connections for replenishing an encoded-fragment. We then
conducted a numerical analysis by using traces of real systems.
We find that our requirement on u is smaller than that from
existing methods. Both theoretical and numerical results show
that our decentralized repair mechanism outperforms existing
ones in terms of the communication cost under the same
consideration of efficiency cost for storage.

Keywords-decentralized erasure codes; regenerating codes;
network coding; distributed storage;

I. INTRODUCTION

Erasure code based distributed storage systems provide
data robustness by storing encoded-fragments over servers.
An (n,k) erasure code encodes a message of k symbols
to a codeword of n symbols such that the message can be
decoded from any %k codeword symbols. The code tolerates
n— k erasure errors. To store a message in an (n, k)-erasure
code based distributed storage system with n servers, the
message is encoded into a codeword by the erasure code
and each of its codeword symbols is stored in a different
server. A server failure corresponds to an erasure error of the
stored codeword symbol. As long as k servers are available,
the message can be recovered. In this paper, we sometimes
refer a codeword symbol as an encoded fragment and use
them interchangeably.

A decentralized erasure code is an erasure code that inde-
pendently computes each codeword symbol for a message.
Thus, the encoding process for a message consists of n
parallel tasks of generating codeword symbols. Each server
executes one task to compute a codeword symbol. This kind

978-0-7695-4600-1/11 $26.00 © 2011 IEEE
DOI 10.1109/TrustCom.2011.79
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of systems is suitable for decentralized environments, where
no centralized authority coordinates the tasks, such as peer-
to-peer and ad-hoc networks. Parallel computing also speeds
up the storing process.

Maintenance of robustness in an erasure code based dis-
tributed storage system requires to replenish codeword sym-
bols when servers fail or leave the system. A straightforward
solution is to compute the original message from available
codeword symbols and then to regenerate missing codeword
symbols from the message. This approach leads to higher
communication and computation cost. Another approach
is to generate codeword symbols by directly combining «
available ones. When a new server joins the system, it
queries u available servers to generate a codeword symbol.
The generated codeword symbol can be different from the
missing one. But, the property that any k£ codeword symbols
can recover the message remains.

In previous studies, efficiency is measured by the storage
cost (the number of bits a server stores) and the repair
bandwidth (the number of bits a new server received for
replenishing a codeword symbol). However, in considering
the communication cost, the cost of establishing network
connections is significant. Establishing network connections
between servers involves authentication and negotiation
process. The entailed communication cost is significant,
especially when u is large. For example, when v = n — 1,
a new server needs to connect all available servers in the
system. Thus, we measure the communication cost by the
number v of required network connections, as well as the
repair bandwidth.

We study repair mechanisms for decentralized erasure
code based storage systems. In a decentralized erasure code
based storage system, we show that v = k is a sufficient
condition for a repair mechanism. Specifically, we are inter-
ested in finding out whether v can be smaller than k.

Contributions. We propose a decentralized repair mecha-
nism for decentralized erasure code based storage systems
with the following features:

e A codeword symbol is replenished by a combination

of a number u of randomly chosen codeword symbols
without recreating the original message.
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e The number u depends on the number of available
codeword symbols and is independent of the pattern
of missing codeword symbols.

o Multiple codeword symbols can be independently re-
plenished.

We theoretically study the lower bound for w. The bound
depends on the number of available servers and the param-
eter k. With a fixed k, the larger the number of available
servers is, the smaller v can be. It shows flexibility between
the parameter v and the number of available servers. We
then conducted a numerical analysis by using traces of real
systems. Both theoretical and numerical results show that
u can be smaller than k. When u < k, the average repair
bandwidth for a server failure is less than the size of the
original message. From the aspect of information theory,
it gives a light data confidentiality, which is independently
interesting. When a new server joins the system and tries to
recover a missing codeword symbol, some codeword sym-
bols are sent to the new server from remaining servers. An
eavesdropper may eavesdrop the transmitted codeword sym-
bols and recover the original message. If « is smaller than
k, the information in the eavesdropped codeword symbols is
not enough to compute the message. This confidentiality is
light since increasing eavesdropped codeword symbols will
eventually reveal the message. Thus, it is advised to encrypt
communication channel between servers.

We compare our decentralized repair mechanism with
other mechanisms in terms of communication cost and
storage cost. The result shows that our decentralized repair
mechanism outperforms existing ones in terms of the com-
munication cost under the same consideration of efficiency
cost for storage.

II. RELATED WORK

We briefly review repair mechanisms of erasure code
based distributed storage systems.

In erasure code based distributed storage systems, repair-
ing codeword symbols is essential to maintain robustness
against server failures. Since regenerating codeword sym-
bols after reconstructing the message is costly in terms of
communication and computation cost, a hybrid approach is
proposed [1]. A storage server stores the message whereas
other storage servers store encoded-fragments. When some
servers fail, the storage server storing the message regen-
erates missing encoded-fragments. The asymmetric storing
structure complicates system management.

Dimakis et al. introduced regenerating codes [2]. The
codes are to minimize storage cost and repair bandwidth.
They showed that repair bandwidth can be decreased by
letting a new server query more than k servers. However,
storage cost would slightly increase. The tradeoff between
storage cost and repair bandwidth is described as a curve
where two extreme points are highlighted. By the points,
they proposed two repair mechanisms, minimum storage
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regime and minimum bandwidth regime. In the minimum
storage regime, a new server queries k£ + 1 randomly chosen
servers; in the minimum bandwidth regime, a new server
queries n — 1 randomly chosen servers. By using the cut-set
bound of network coding in an information flow graph, a
repair mechanism corresponding to a point on the curve is
proved that after a system is repaired, a user retrieves a mes-
sage with probability 1. More constructions and discussions
of regenerating codes can be found in [3], [4].

Rashmi et al. [5] proposed exact regenerating codes,
which exactly regenerate missing codeword symbols. Shah
et al. [6] took the consideration that traffic conditions vary
among different links. They proposed flexible regenerating
codes, which allow a new server download different amounts
of data from different servers. Alternative models of repair
mechanisms [7], [8], [9] are proposed for different scenarios.
Nevertheless, the family of regenerating codes handles only
the case of one server failure. Once a server fails or leaves
the system, the repair mechanism is immediately executed.
This approach increases system load.

Hu et al. [10] proposed a mutually cooperative recovery
mechanism to recover distributed storage systems from mul-
tiple server failures. The mechanism has two communication
phases. First, each new server queries all remaining servers.
Second, each new server communicates with all other new
servers. Thus, a new server totally queries n — 1 servers.
Recently, Oggier and Datta [11] proposed self-repairing ho-
momorphic codes for repairing multiple server failures. Each
new server queries a fixed number of servers to regenerate
missing codeword symbols and the number can be less than
k. However, a new server has to query a specific subset of
old servers to regenerate some codeword symbol. There is a
mapping from a codeword symbol to specific subsets of old
servers for regenerating the codeword symbol. Thus, self-
repairing homomorphic codes need a central table for these
mappings. The deterministic self-repairing homomorphic
codes are not suitable for decentralized environments.

Dikaliotis et al. [12] studied the method of detecting faulty
errors in distributed storage systems. Rashmi et al. [13]
proposed a framework that integrates two erasure codes to
obtain features from both codes. Pawar et al. [14] discussed
data confidentiality issue when a repair mechanism is ex-
ecuted. Papailiopoulos and Dimakis [15] gave a reduction
between the problem of maximizing data confidentiality and
the problem of minimizing repair bandwidth.

III. OUR REPAIR MECHANISM

We firstly describe a decentralized erasure code based
storage system as our system model and then introduce our
repair mechanism. We show our bound on the parameter u
for the repair mechanism.
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Figure 1. The model of decentralized erasure code based storage systems.

A. Decentralized Erasure Code based Storage System

Dimakis et al. [16] proposed a decentralized erasure code
based storage system where the encoding process is ac-
complished by decentralized servers in parallel. Afterward,
for strengthening data confidentiality, Lin and Tzeng [17],
[18] proposed secure decentralized erasure codes where data
are encoded in an encrypted form. Illustrated in Fig. 1,
a decentralized erasure code based storage systems is de-
scribed as follows. There are n servers, SS;,SSq, ...,
SS,,, and a message is represented as a vector of symbols
mi,Ma, ..., m; in some finite field. To store the message,
each symbol is distributed to v randomly chosen servers.
A server SS; then picks a random coefficient g; ; for a
received message symbol m; and linearly combines all
received message symbols as a codeword symbol c;. If m;
is not received, g; ; is set to 0. Note that the combination is
operated in the finite field. Globally, all chosen coefficients
form a generator matrix G = [g;;], 1 <i<n,1 <j <k,
which encodes the vector of k message symbols to the
vector of n codeword symbols. To retrieve the message, a
user queries k randomly chosen servers to get k codeword
symbols, say cp,ca,...,ck, and the corresponding coeffi-
cients. The coefficients form a square matrix K, which is a
submatrix of GG. The user decodes the message by computing
(c1,¢2,...,c,) x K=1, where K~! is the inverse matrix of
K. A successful data retrieval of the system is the event that
K is invertible. The probability of a successful data retrieval
is overwhelming when v is sufficiently large [16], [17], [18].

From the results in [16], the system parameters are
suggested as follows in order to guarantee a high probability
of a successful data retrieval. When n = ak, v = blnk,
and b > bHa with constants a and b, the probability of a
successful data retrieval is at least 1 —k/p—o(1), where p is
the prime order of the underlined group. Later in [18], these
parameters are generalized for n = ak® and ¢ > 1. When
n = ak® v=>bk""Ink, b > 5a, and ¢ > 1 with constants
a and b, the probability of a successful data retrieval is at
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Figure 2.  Our repair model for decentralized erasure code based storage
systems.

least 1 — k/p — o(1).

B. Decentralized Repair Mechanism

Let messages be stored among n servers in a decentralized
erasure code based storage system. After a period of time,
some servers fail. Let the number of remaining servers be
an, where o < 1. By the results [16], [17], [18], any k
remaining servers can recover the message with probability
1—k/p—o(1). To repair the system from (1 — a)n server
failures, (1 — a)n new servers join the system. We shall
call a remaining server as an old server and a newly joining
one as a new server. A repair procedure is initiated by new
servers (see Fig. 2). After executing the repair procedure,
the storage system is recovered from server failures so that
any k servers, no matter new or old ones, shall recover the
message with an overwhelming probability.

Repair procedure. New server SS; performs the following
steps:

1) Query u randomly chosen old servers, SSj,,
SS;,. SS;,. A queried old server SS;, re-
turns the stored codeword symbol and coefficients
(le 795:,1,95;,25 -+ - 7gj1,k)'

2) Choose a random coefficient z;,
(Cji) 95015 95i20 -+ -5 Gjook)-

3) Encode all received data into a new codeword

for a received

symbol and the corresponding  coefficients
(€7,87.1595.25 -+ Gj.k):
D %o G = Y Zibis 1<s<k
1<i<u 1<i<u

4) Store the resulting (¢;, Gj.1,Gj,2,- - - Jj.k)-

By considering communication cost of establishing net-
work connections between servers, we want a smaller u. A
larger u means that the new server queries more codeword
symbols from old servers. The combination of these queried
codeword symbols contains more information about the mes-
sage. Therefore, we need to carefully select u. Apparently, if
u > k, more than k& codeword symbols are queried and they
are sufficient to recover the message with an overwhelming
probability. The combination of these codeword symbols in
the new server, together with the codeword symbols from



other k — 1 servers, should provide enough information to
recover the message. On the other hand, if u < k, the queried
codeword symbols are not sufficient to recover the message
and their combination contains less information about the
message. We are interested in finding out how smaller u
can be such that the combination of the queried codeword
symbols still provides sufficient information, when together
with other codeword symbols, to recover the message with
an overwhelming probability.

C. Main Result

We assume that n = ak® and an = k¢ for some
constant a, ¢, o, and d, where ¢ > 1, « < 1, and d > 1.
This assumption can be generally applied to decentralized
erasure code based storage systems. Our results are given
in Theorem 1 and Theorem 2. Proofs are provided in
subsequent subsections.

Theorem 1 shows that in a decentralized erasure code
based storage system with n servers, our repair mechanism
with u = k recovers the system from (1—a)n server failures.

Theorem 1. Let n = ak® for some constants a and c,
where ¢ > 1. Let the number an of old servers be ke
where o« < 1 and d > 1. Let the system be repaired by
our repair mechanism with w = k. Consider the event of
a successful data retrieval that k randomly chosen servers
from new and old servers recover a message. The probability
of a successful retrieval is at least 1 — % —o(1).

Theorem 2 shows the bound on w for our repair mecha-
nism. The bound reveals the opportunities for u < k.

Theorem 2. Let n = ak® and an = k® for some constants
a,¢, o, and d, where ¢ > 1, o < 1, and d > 1. Let the
parameter u be set such that

2k k d
> min{k
u 2 min{k, max{ G ((d Dink 1)}}
After the system is repaired by our repair mechanism the
probability of a successful retrieval is at least 1 — =2 —o(1).

Corollary 1 When d > g fk it is su]ﬁctent to have u >

min{k, = 1)1nk + 24} When d < (&, it is sufficient to
have u > min{k, = 1)lnk}
! k 2%k
Proof: When d > e We have @Dk <
k d k 2k
@k T a-1 ) When d < &, we have —iyg =
k d
@DmE ta-1 u

From Theorem 2, with a fixed d, u can be less than k
when £ is sufficiently large. Similarly, with a fixed %, u can
be less than k& when d is sufficiently large. It implies that
when available servers are abundant, a new server can query
fewer servers for replenishing a codeword symbol.
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(1-a)n

Figure 3. The random bipartite graph G of the repair mechanism.

D. Proof of Theorem 1

Let Eq be the event that k servers randomly chosen from
an old servers recover a message. Our assumption on an
old servers is that Pr[Eg] > 1—k/p—o(1). Let n; and ny be
the numbers of queried old servers and queried new servers,
respectively. Thus, n; + ny = k. Let the event E; be that k
servers randomly chosen from old and new servers recover
a message. Our goal is to show that Pr[E;] > 1 — 2k/p —
o(1). We divide the event E; into subevents as shown in
Equation (1).

Pr[E;] = Pr[E1|ny = k] Pr[ny = k]

+ Pr[Ei|ny < k] Pr[ng < k] (1)

When n; = k, we directly obtain:
Pr[Ei|lny = k] = Pr[Eo]) > 1 —k/p — o(1)

When n; < k, we model the repair mechanism as a random
bipartite graph G and analyze the random graph.

Mlustrated in Fig. 3, the random bipartite graph is G =
(V1, Vo, E), where V; and V5 are vertex sets with |V1| = an
and |V2| = (1 — a)n and E is the edge set. Each vertex v;
in V; represents an old server SS; and each vertex v; in
V, represents a new server SS;. There is an edge (v;, v;)
between vertices v; € Vi and v; € V5 if and only if the
new server SS; queries the old server SS;. Note that a new
server queries k old servers. A set S of k servers represents
a set of servers chosen for data retrieval. The set S consists
of two subsets S7 and S5 of vertices in G, where S; C V3
with |S1]| = ny and Se C V5 with |S3| = ng. Event Es is
that there is a maximal matching from Sy to V7 \ S1. We
divide the event E; conditioned on n; < k into subevents as
shown in Equation (2), where E, is the complement event
of EQ.

PI‘[E1|TL1 < k] Pr[n1 < k]
= PI“[E1|E2 A\ (n1 < k‘)} PI"[E2|711 < k‘] Pr[nl < k’]
+ PI‘[E1|E2 A (n1 < k’)] PT[EQ‘TLI < k] Pr[n1 < k’] )

We need Lemma 1 and Lemma 3 to formulate relations
between events E; and Es to complete this proof.

Lemma 1. Pr[E;|Ex A (ny < k)] > 1—2k/p—o0(1)
Proof: Let N(S3) C Vi be the set of neighbors of Ss.

>1—-2k/p—o(1)



When Eq happens, there is a maximal matching from Ss
to V1 \ S1. That is, a subset S5 C N(S2) \ S exists with
1S3 = ns

Let K be the k£ x k matrix formed by coefficients from
queried servers in S1US5. When K is invertible, E; happens.
Let K be the k x k matrix formed by coefficients from the
servers in S1 U S%. Since S US, is a subset of k vertices in
V1, K, is invertible with probability at least 1 —k/p —o(1).
Since the subgraph induced by Sy and S} has a perfect
matching, K has full rank if K; has full rank. Moreover,
each row in K can be expressed as a linear combination of
rows in K. Thus, K can be expressed as 1" x K for some
k x k matrix T'. Entries of T" are randomly and independently
determined by new servers. To have K invertible, K; and
T must be invertible. When K is invertible, T is invertible
with probability at least 1 — k/p according to the Schwartz-
Zippel Theorem. Thus, we have

PI‘[E1|E2 A (n1 < k)]

= Pr[K is invertible|Ex A (n1 < k)]

> Pr[K] is invertible A T is invertible|Ex A (nq < k)]

> (1— k/p - o(1)) x (1 - k/p)

>1-2k/p—o(1)

|

Lemma 2. (Hall’s Theorem) If and only of for any subset
B C Sy, the number of neighbors of B in Vi \ S1 is no
less than the size of B, i.e, |[N(B) \ Si| > |B|, where

N(B) C Vi is the set of neighbors of B, there exists a
maximal matching from S to V1 \ Si.

Lemma 3. Pr[Es|n; < k] =1

Proof: When u = k, each vertex v in Sy has k
neighbors in V;. For all possible B, where 1 < |B| < nao,

Hence, Pr[Ez|n; < k] = 1.
From Equation (1), Lemma 1, and Lemma 3, we have

Pr[E;] = Pr[E1|n1 = k| Priny = k] + Pr[E1|n1 < k] Pr[ng < k]
> Pr[E1|ny = k| Pr[ny = K]
+ Pr[E{|E2 A (n1 < k)] Pr[Es|ny < k] Pr[n; < k]
>(1—k/p—o(1))Pr[n, = k]
+ (1 —2k/p—o0(1)) Prny < K]
21-2k/p—o(1)

It concludes this proof.

E. Proof of Theorem 2

The proof of Theorem 2 is similar to the proof of
Theorem 1 except for the analysis of the random graph. To
ease the analysis, the original repair procedure is modified
to that a new server randomly queries an old server u
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times with replacement. Thus, a new server may query
less than w distinct old servers. The modification leads to
a different random graph. The probability of a maximum
matching from S5 to V4 \ S; in the new random graph is
smaller than that in the original random graph. Hence the
probability in the original random graph is underestimated.
Let G’ = (V4, Va2, E’) be the random bipartite graph, where
[Vi| = an, |Va] = (1 — a)n, and E’ is the edge set. Let
event E’5 is that there is a maximal matching from Sy to
V1\S1. Again, we need Lemma 1 and Lemma 4 for relations
between events E; and E’5 to complete this proof.

Lemma 4. Pr[E's|n; < k] >1—0(1)

Proof: We use Lemma 2 (Hall’s theorem) and Lemma 5
to bound the probability Pr[E’s|ny < k]. Lemma 5 is a
bound for C;' (Due to limited space, the proof for Lemma 5
is omitted):
) b1

When there exists a subset B C Sy where [N(B)\ 51| <
|B|, no maximal matching from Sy to Vj \ S exists.
We consider every possible subset B and overestimate the
probability of the complement event of E’s by a union
bound.

z(z—y+1)

Lemma 5. C;’ < (
Yy

Pr[EB C 55, [N(B)\ 51| < |B]
< 2k. Pr[|N(B B
< 2% max (Pr(IN(B)\ S1] <|B])
Let |B| = t, where 1 < t < ny. The event that some
subset B exists for |[N(B) \ S1| < |B| is equivalent to the

event that some subset A exists where A C V1 \ Sy, |4| <
t—1,and AUS; 2 N(B)

Pr([N(B)\ 51| < |B]]
= Pr[3A4,|A| <t—1,AUS; D N(B)]

kE—1 tu
<cm (A1)

an
< <2(om —ny)(an—n3 —t+2)
- t

(Lemma 5)
% ,IC tu
) )

Since we want Pr[3B C Sy, |N(B)\ Si| < |B|] < e7F, it
is sufficient to have:

2(an —ny)(an —ny —t+2) =N k. bu e
an

( ;
3

Now we substitute an = k% in Equation (3) and overesti-
mate the left hand side:

t—1
<2k2d> : k(l—d)tu <e—2k:

; “

We take nature logarithm on both sides of Equation (4) and



obtain the bound on u:
(t—1)(In2+2dlnk —Int) + 4k

2(d—1)tlnk
When t = 1, the bound becomes

it is sufficient to have u > % + m: Combining the
result from Theorem 1, we obtain the requirement on wu:

2k k d
(d—1)Ink’ <(d— Dink d- 1)”"
When u meets this requirement, Pr[E's|n; < k] > 1—e~*
1—0(1).
From Equation (1), Lemma 1, and Lemma 4, we have
Pr[E;]
= Pr[Ei|n; = k| Pr[ny = k] + Pr[Eq|n1 < k] Prlny < k]
> Pr[E1|ny = k] Pr[ny = k]
+ Pr[E1|E'2 A (n1 < k)] Pr[E'2|ny < k] Pr[ny < K]
> 1-=2k/p—o(1)

@ When2 <t <k,

u > min{k, max{

It concludes this proof.

IV. NUMERICAL ANALYSIS AND PARAMETERIZED
COMPARISON

We conducted a numerical analysis by using traces of sev-
eral real systems. We also compare our decentralized repair
mechanism with other robustness management mechanisms.

A. Numerical Analysis

We introduce two key parameters from real systems. One
is the number n of servers. The other is the fraction f
of failed servers per day. From traces of real systems, the
number of servers varies as well as the fraction f over time.
We bring the average values into our repair mechanism in
the theoretical setting.

Traces. We quote statistics from [2] by Dimakis et al.
The statistics summarized parameters from traces of 4 real
systems: desktop PCs within Microsoft Corporation [19],
Gnutella peers [20], Skype superpeers [21], and the Plan-
etLab. The average number n of servers and the average
fraction f of failed servers per day are shown in Table 1.

The parameter u represents the communication cost and
only depends on k and d. We are interested in the value of u
with different system scales n and different numbers k¢ of
available servers. In a lazy strategy for repairing a system,
the number k? determines a threshold value that triggers
execution of a repair procedure. From Theorem 2 and
Corollary 1, we illustrate the numerical results in Table II.
With a fixed k, when d gets larger, u can be smaller. With
a fixed d, when k gets larger, u is much smaller than k.
It shows that when remaining servers are abundant, the
robustness maintaining cost is lower. More importantly, the
number of servers queried by a new server can be smaller
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than k. For example, when k = 8 and n = 4096 servers are
available, u can be set to only 3.

Survival duration. Since our repair mechanism recovers
the storage system from multiple server failures, a strategy
for periodical repairing is supported. We are interested in
the duration time that a storage system can stand against
server failures without any repairing. That is, the system
still have sufficient servers to perform the repair procedure
when needed. This period of time is called survival duration.
We consider various an remaining servers. We bring the
fraction f of failed servers per day into the scenario. With
a fixed f, the system losses nf servers per day if no repair
procedure is performed. The survival duration in days is
estimated as |(n—an)/[nf]]|. When n > an, the survival
duration is close to 1/f. We choose w as small as possible
under the limitation that an < n. The numerical results are
given in Table III. For example, in the case of PlanetLab,
the system has 303 servers and 0.017% of servers fail per
day on average. When k = 4, we set u = 3, which is the
smallest one with an < n (see Table II). The threshold value
of available servers is 16. Thus, the system stands against
server failures for 47 days. After the 47th day, the system
would not have sufficient servers for the repair procedure to
work.

B. Parameterized Comparison

As introduced in Section II, some repair mechanisms can
be applied to decentralized erasure code based storage sys-
tems. From the family of regenerating codes [2], we choose
two mechanisms, the minimum bandwidth regime (MBR)
and the minimum storage regime (MSR). The two mecha-
nisms result in two extreme points on the trade off curve.
MBR minimizes the repair bandwidth and MSR minimizes
the storage cost. We also compare our mechanism with the
mutual cooperative recovery (MCR) mechanism [10] and
self-repair homomorphic codes (SRHC) [11] since they both
consider multiple server failures.

Let [ be the size of a message in bits. We compare
our mechanism with them in the following items: I)the
number u of required connections per server failure, 2)the
number of repaired server failures, 3)required bandwidth
for replenishing a codeword symbol in bits, 4)storage cost
per server in bits, and 5) method type. The 5th item is
an indicator of whether the mechanism is suitable in a
decentralized environment. When the repair procedure is
independent of missing codeword symbols, we call such
mechanism “symmetric”. In other words, an asymmetric
repair mechanism uses different steps for different pat-
terns of missing codeword symbols. For example, SRHC
is asymmetric since it regenerates a codeword symbol from
a specific set of survival codeword symbols. The comparison
is summarized in Table IV.

Regenerating codes show that repair bandwidth can be
less than the size [ of the message when a new server



Trace ‘ Microsoft PCs ~ Gnutella ~ Skype  PlanetLab
n: average number of nodes 41970 1846 710 303
f: fraction of failed node per day 0.038 0.3 0.12 0.017
Table 1
STATISTICS OF SYSTEM TRACES [2].
d|2 3 4 5 6 d| 2 3 4 5 d| 2 3 4 5
u |3 3 3 3 2 u | 6 4 3 3 U 8 5 4 3
k* |16 64 256 1024 4096 k% | 64 512 4096 32768 k% | 256 4096 65536 1048576
Table 1T
NUMERICAL ANALYSIS FOR THE NUMBER u FOR DIFFERENT k AND an.
Trace Microsoft Gnutella Skype PlanetLab
n 41970 1846 710 303
f 0.038 0.3 0.12 0.017
k 4 8 4 8 4 8 4 8
U 3 3 3 3 4 3 6
an 16 | 4096 | 16 | 512 | 16 | 512 | 16 64
Survival duration (days) | 26 23 3 8 2 47 39
Table III
NUMERICAL ANALYSIS FOR SURVIVAL DURATION IN DAYS.
U server failures  bandwidth storage type
MBR [2] | n—1 single (2(321;3)11) = (2(7?11;2)13 5 symmetric
MSR [2] | k+1 single % é symmetric
MCR [10] | n—1 multiple ((:__]i)) ]i L symmetric
SRHC [11] | <k multiple % % asymmetric
Our work <k multiple % é symmetric
Table IV

COMPARISON OVER REPAIR MECHANISMS.

queries more than k servers. However, they only tolerate one
server failure. MCR tolerates multiple server failures, but
the number of required connections for repairing a failure is
n — 1. In other words, a new server has to communicate
with all other servers in the storage system. SRHC is a
novel way to recover the system from multiple server failures
with v < k. But, SRHC is not suitable for distributed or
decentralized environment because it is asymmetric.

Our mechanism outperforms existing ones in terms of
the communication cost under the same consideration of
efficiency cost for storage. A new server queries less than
k servers and the required bandwidth is less than [. At the
same time, the storage cost is as less as the cost of the MSR.
Moreover, our repair mechanism recovers a decentralized
erasure code based storage system from multiple server
failures.

The sacrifice is the probability of a successful data re-
trieval. The probabilities of a successful data retrieval in
MBR, MSR, and MCR are all 1’s. Since SRHC exactly

regenerates missing codeword symbols, the probability is
1 as well. While our mechanism has lower communica-
tion cost, the probability of a successful data retrieval is
1—2k/p—o(1). However, by choosing a sufficient large p,
the probability 1 —2k/p — o(1) is overwhelming. Moreover,
the probability can be dramatically increased by letting a
user query more than k servers for data retrieval.

V. CONCLUSION AND FUTURE WORK

We consider the measurement of communication cost in
terms of the number w of connections that a new server
has to establish. Our repair mechanism provides flexible
adjustment between u and the number of remaining servers.
More importantly, our results confirm that to repair a server
failure, a new server can query less than k servers.

Our repair mechanism symmetrically repairs multiple
server failures of decentralized erasure code based storage
systems. Thus, a lazy repair strategy or a periodical repair
strategy can be taken upon our repair mechanism. It is
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compatible with most decentralized erasure code based stor-
age systems without any change in encoding and decoding
methods. Both theoretical and numerical results show that
our decentralized repair mechanism is efficient and practical.

In our repair mechanism, new servers do not commu-
nicate with each other during the repair procedure. In
some practical cases, they can exchange information for
repairing. Intuitively, mutual communications among new
servers can further decrease the number w. Exploring the
quantity of possible improvement is our work in progress.
Statistical simulation results are also required to demonstrate
the practicality of our repair mechanism.

ACKNOWLEDGMENT

The research was supported in part by projects ICTL-
100-Q707, ATU-100-W958, NSC 98-2221-E-009-068-MY 3,
NSC 100-2218-E-009-003-, and NSC 100-2218-E-009-006-.

REFERENCES
[1] Rodrigo Rodrigues and Barbara Liskov. High availability in
dhts: Erasure coding vs. replication. In Proceedings of the
4th International Workshop on Peer-to-Peer Systems - IPTPS
2005, 2005.
[2] Alexandros G. Dimakis, Brighten Godfrey, Martin J. Wain-
wright, and Kannan Ramchandran. Network coding for
distributed storage systems. In Proceedings of the 26th IEEE
International Conference on Computer Communications —
INFOCOM 2007, pages 2000-2008. IEEE, 2007.
[3] Y. Wu, A. G. Dimakis, and K. Ranchandran. Deterministic
regenerating codes for distributed storage systems. In Pro-
ceedings of the 45th annual Allerton conference on Commu-
nication, control, and computing, Allerton’07, pages 1243—
1249. IEEE Press, 2007.
[4] Alexandros G. Dimakis, Brighten Godfrey, Yunnan Wu,
Martin J. Wainwright, and Kannan Ramchandran. Network
coding for distributed storage systems. IEEE Transactions on
Information Theory, 56(9):4539-4551, 2010.
[5] K. V. Rashmi, Nihar B. Shah, P. Vijay Kumar, and Kannan
Ramchandran. Explicit construction of optimal exact regen-
erating codes for distributed storage. In Proceedings of the
47th annual Allerton conference on Communication, control,
and computing, Allerton’09, pages 1243-1249. IEEE Press,
2009.
[6] Nihar B. Shah, K. V. Rashmi, and P. Vijay Kumar. A
flexibile class of regenerating codes for distributed storage.
In Proceedings of IEEE symposium on Information Theory
2010, pages 1943-1947. 1IEEE Press, 2010.
[7] Soroush Akhlaghi, Abbas Kiani, and Mohammad Reza
Ghanavati. A fundamental trade-off between the download
cost and repair bandwidth in distributed storage systems. In
Proceedings of IEEE International Symposium on Network
Coding 2010 — NetCod, pages 1-6, 2010.

620

(8]

(91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

(21]

Salim El Rouayheb and Kannan Ramchandran. Fractional
repetition codes for repair in distributed storage systems.
In Proceedings of the 48th annual Allerton conference on
Communication, control, and computing, Allerton’10. IEEE
Press, 2010.

Alessandro Duminuco and Ernst W. Biersack. Hierarchical
codes: A flexible trade-off for erasure codes in peer-to-peer
storage systems. Peer-to-Peer Networking and Applications,
3(1):52-66, 2010.

Yuchong Hu, Yinlong Xu, Xiaozhao Wang, Cheng Zhan, and
Pei Li. Cooperative recovery of distributed storage systems
from multiple losses with network coding. Selected Areas in
Communications, IEEE Journal on, 28(2):268-276, 2010.

Frederique Oggier and Anwitaman Datta.  Self-repairing
homomorphic codes for distributed storage systems. In
Proceedings of the 30th IEEE international conference on
Computer communications 2011. IEEE Press, 2011.

Theodoros K. Dikaliotis, Alexandros G. Dimakis, and Tracey
Ho. Security in distributed storage systems by communicating
a logarithmic number of bits. In Proceedings of IEEE
symposium on information theory 2010. IEEE Press, 2010.

K. V. Rashmi, Nihar B. Shah, and P. Vijay Jumar. Enabling
node repair in any erasure code for distributed storage, 2011.

Sameer Pawar, Salim El Rouayheb, and Kannan Ramchan-
dran. On secure distributed data storage under repair dy-
namics. Technical Report UCB/EECS-2010-18, University
of California Berkeley, EECS, 2010.

Dimitris S. Papailiopoulos and Alexandros G. Dimakis. Dis-
tributed storage codes meet multiple-access wiretap channels.
In Proceedings of the 48th Annual Allerton Conference on
Communication, Control, and Computing, Allerton’10, pages
14201427, 2010.

Alexandros G. Dimakis, Vinod Prabhakaran, and Kannan
Ramchandran. Decentralized erasure codes for distributed
networked storage. IEEE/ACM Transactions on Networking,
14:2809-2816, 2006.

Hsiao-Ying Lin and Wen-Guey Tzeng. A secure decentralized
erasure code for distributed network storage. I[EEE trans-
actions on Parallel and Distributed Systems, 21:1586-1594,
2010.

Hsiao-Ying Lin and Wen-Guey Tzeng. A secure erasure
code based cloud storage system with secure data forwarding.
manuscript.

William J. Bolosky, John R. Douceur, David Ely, and Marvin
Theimer. Feasibility of a serverless distributed file system de-
ployed on an existing set of desktop pcs. ACM SIGMETRICS
Performance Evaluation Review, 28:34-43, 2000.

Stefan Saroiu, P. Krishna Gummadi, and Steven D. Gribble.
A measurement study of peer-to-peer file sharing systems. In
Proceedings of Multimedia Computing and Networking, 2002.

Saikat Guha, Neil Daswani, and Ravi Jain. An experimental
study of the skype peer-to-peer voip system. In Proceedings
of the 5th International Workshop on Peer-to-Peer Systems,
2006.



FREARFELRAEAHRAP L REFIARFENERES
101 & 77 13 p

SRR (AR FRBHE | cgagga s g
kil o
e 101# 67 20p 1 101& 67 22p
£ & R L 101E 60 1893 101# 67 24p)
> B

Z R & % # % NIST Administrator Building 101

€  |2012 IEEE International Conference on Software Security and
. Reliability (SERE 2012)

FAhwm
Wl B oy #h ¥ (T4 2242 P @ Hsiao-Ying Lin, John Kubiatowicz and Wen-Guey Tzeng.
A Secure Fine-Grained Access Control Mechanism for Networked Storage
#iwm AL System. In the Sixth IEEE International Conference on Software Security and
2 Reliability (IEEE SERE 2012), June 2012.

NEERETIEE

- SR EREE(ZRYT)

AA I8 P S AER S RE 19 P BEREL 20 Finfie gk §RE
PREPRZ 067 20 267 220 > SAhemn giRiS 23 PAE ELG FH 24 p Pl
CA M EREFHIE > A S ERER F T AT ARFEER FIT 4T

®6 7 20 p:

EHRE Do HE T R e e R ERA P - 72 43K NIST 0101
Ao r NISTRRBZEHF G - Pl (7~ B2 PERYDBABREELE 5
BE R fmwe‘-%’?“ﬁ#ww&oﬂw SEEHFFOLEL OB o
g?‘;izi*qh 4 NIST %8 er1A101 * 1
i .

1 {1

Bwldmg

101

WIPE AT ERFEAT LR TIPp L F R A22 P T A Hik4E(session) ©

% — ¥ Keynote speech #_¢ Virgil Gligor i # -




Corvwgle Melbs

Cylabige

o

Outline

1. What are Trustworthy Systems?
= (in)security axioms

2. Interactive Trust Protocols on Trustworthy Systems
- necessary conditions: value, asy itry, safoty

3. Role of Collateral in Int tive Trust Pr
- advantages of social ("strest-level’) collatersl

4. An Example: Street-Level Semantics for Attribute Authentication
- gemantics and visualization

5. Summary and Future Research
- why trust? why interactive protocols? why street-level?
- systems, deceplion and 5cams maching learming, trust networks

0=

#'% 1 keynote speech 2 *F kAL L FRAL > b - R G 2 BIRALE
o 2;@-4[ ﬁ']gﬁﬁi}]\ ? 'kf"r t“—i‘—l%‘ .

10:30~12:00 | Session 1C: IA Workshop I
Room 3 e Towards a Model Based Security Testing Approach of Cloud Computing Environments
Philipp Zech', Michael Felderer" and Ruth Breu®
'University of Innsbruck, Austria
*Research Group Quality Engineering, Austria
® Designing System Security with UML Misuse Deployment Diagrams
Susan Lincke, Timothy Knautz, and Misty Lowery
University of Wisconsin—Parkside, USA
e A Proposal to Prevent Click—Fraud Using Clickable CAPTCHAs
Rodrigo Alves Costa, Ruy I. G. B. de Queiroz, and Elmano Ramalho Cavalcanti
University Federal de Campina Grande, Brazil

T ATRRARIN A 0 g A7 E % - - keynote speech ©
Invited Talk
Philip Laplante — Safe and Secure Software Systems and the Role Professional Licensure

T & fde TR AR L

14:00~15:00 | Session 2C: IA Workshop II

Room 3 * Comparing Static Security Analysis Tools Using Open Source Software
Ryan McLean
Air Force Institute of Technology, USA

¢ Undesirable Aspect Interactions: a Prevention Policy for Three Aspect Fault Types
Arséne Sabas', Subash Shankar”, Virginie Wiels’ and Michel Boyer'
"Université de Montréal, Canada
*City University of New York, USA

*Onera — the French Aerospace Lab, France
Session 3A: Quality Analysis
® An Autonomic Framework for Integrating Security and Quality of Service Support in Databases
Firas Alomari and Daniel Menasce
George Mason University, USA
® VRank: A Context-Aware Approach to Vulnerability Scoring and Ranking in SOA
Jianchun Jiang', Liping Ding', Ennan Zhai', and Ting Yu®
'Chinese Academy of Sciences, China
North Carolina State University, USA
e Security Impacts of Virtualization on a Network Testbed
Yu Lun Huang, Borting Chen, Ming Wei Shih, and Chien Yu Lai
National Chiao Tung University, Taiwan

3% G R ] ke R R AR B R gL o

%% - % > 4 % =3 Keynote speech B 45 o




5 S anRAR G
Session 4C: IA Workshop IV
® Scalable Software Testing for Android: Challenges & Opportunities (Invited Talk)
Angelos Stavrou
George Mason University, USA
e Secure PC Platform Based on Dual-Bus Architecture
Hesham El Zouka

Arab Academy for Science, Technology & Maritime Transport, Egypt

T E A S
Session 5C: TA Workshop V

® A Privacy Preserving Smart Metering System Supporting Multiple Time Granularities
Hsiao Ying Lin, Shivan Tzuo Shen, and Bao-Shuh P. Lin
National Chiao Tung University, Taiwan

® An Investigation of Classification-Based Algorithms for Modified Condition/ Decision Cové
Jun-Ru Chang', Chin-Yu Huang?, and Po-Hsi Li*
'Realtek Semiconductor Corporation, Taiwan
National Tsing Hua University, Taiwan

TEGER G - B R ERE o 5 EE SR A NIST 101 < @ p F 7
EANLRE S BrS P i&gﬁq;‘g%ﬁ]—ﬁqf; ooz 335 NIST fﬁﬁ;}v’»%‘g
(Museum) :

rage Crileria




i

% 1 gk e 20 NIST b

G Y

SRR R EARY N R AR

R e e 4R AALT B AR T

o iz* 7~ d — i# keynote speech B 45:& {7

- A4

= g

i ) 24 i Program Chair g T 323k 3@

PR d LR L

§3k 0 B g FHAL E P AT




09:00~10:00 | Keynote Speech 111
Huimin Lin — Checking Safety Properties of Concurrent Programs

10:00~10:30 | Coffee Break

10:30~12:00 | Session 7A: Access Control & Authentication
Room | A Secure Fine-Grained Access Control Mechanism for Networked Storage Systems
Hsiao Ying Lin', John Kubiatowicz® and Wen Guey Tzeng'
'National Chiao Tung University, Taiwan
*University of California Berkeley, USA
¢ Mitigating Insider Threat without Limiting the Availability in Concurrent Undeclared Tasks
Qussai Yaseen, and Brajendra Panda
University of Arkansas, USA
¢ A New Non-Intrusive Authentication Method based on the Orientation Sensor for Smartphone Users
Chien-Cheng Lin', Chin-Chun Chang], Deron Liangz, and Ching-Han Yang2
'National Chiao Tung University, Taiwan
*University of California Berkeley, USA

bR 2 15 p—w?ﬁﬁﬂ;ﬁW%’@wa&%%Wﬁﬁ’%ﬁ$i’w
2 W G N a3t o P ERRARS LR > Bt FHHA®T BB S
B u—»ﬁr BIEE 1L gk e

R T I AP ARACT A7or o i5a BIRAR W d A A BT RAR A /¥ (Session chair):
Session 8B: Student Doctoral Program 11
® A Survey of Software Testing in the Cloud,
Koray fanf', Ismail Ari®, and Hasan SOzer’
'TUBITAK BILGEM Information Technologies Institute, Turkey
*Ozyegin University, Turkey
® A Novel Method for Modeling Complex Network of Software System Security
Hailin Li, Yadi Wang, and Jihong Han
Zhengzhou University, China
e Thinking Towards a Pattern Language for Predicate Based Encryption Crypto-Systems
Jan de Muijnck-Hughes and Ishbel Duncan

University of St Andrews, United Kingdom
Session 9C: Fast Abstract II

e [ntelligent Biological Security Testing Agents
Ishbel Duncan
University of St Andrews, United Kingdom
e Artestation & Authentication for USB Communications
Zhaohui Wang and Angelos Stavrou
George Mason University, USA
e Analysis of Android Applications’ Permissions
Ryan Johnson', Zhaohui Wang', Corey Gagnon®, and Angelos Stavrou'
]George Mason University, USA
2James Madison University, USA

I gl FEL

®6? 23 p:
S0 B30 4B A HR M BT LT IS AHE 1 TR R AT i
FiRites TEUBEBRHOL 2R E o LLEREPF T 2EE - ARE
B2 A g ERE LR 6 24 p BT BN ERFIRSE SR TR

—\\

‘ ‘*éﬁﬁw B AP ENRRES PR G 0 PP HE
WL 28 A% 27 S MG R RRH2EF RA O T 0 blde R 4575 (source
code) £ 41 f ﬁ*v(blnary code) - '4’?5@_mﬁ%ﬁﬁi+ A EL TP TR L
VEEF R E T RIE ¥ - 2 5 > 1% Model checking sk jir %k
e & fé ¢ SLEDF R »ihfﬁl T“’?z\m?ﬁ{ﬁ%* % gL en
FEEA] BRSO DG RDEHRE PR ERELE B A kil

f

W\

)

) %

Ygr o g
o~

@ 5
é*ﬁ

A




mngg,?i g%f,ﬁmgﬁﬁriﬂ ﬁw}F}:m 56%%&@}?5‘“%*&”#%@
HALS 5O BT Y A B Y o
ISR I NS Ao AR N il
Wit it F B AT A AERELE o WAL KBRS ARAR g
ﬂ@aﬁﬁﬁéécw%W%ﬁﬂpfg

BAT L BTRIES G 0 P A g R A BAGRAEL A SRE B i S T
fesr g 5 #A oI SR P R £ ke -
d P FR I ERARL R L - o BRI R 4 K R
i session cha E%“’i A FpF K L—iﬂﬂ* DR AT LR B PR

~

d_@mgﬁr gﬁi\q\:" ;b&,;_g 41_,\«#;&4 \.:-/% @uz%ﬁlﬁfrr

I
ra
\\Xr
s
\
—~~
E-2)
f‘m
oy
ah

kS
ol

o

N

S S BRI R TR K g LS QA i

g ’ E\"ﬁ fg TAPFRFEEANH {#E'&%?%mr o ZEF EZRRE P %‘3_?_]—: 5

TG T A PRV R R IR AR RS CRFOREE T LR -
I~ dhwr PR RN F

RARME- &> BFA TR R) b9




