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Abstract

This report proposed an integrated project
lasting for three years. The purpose of this integrated
project is to design and implement a web-based
compiling environment for high- performance
parallel computing. In order to aleviate the overhead
of writing paralel programs and develop
high-performance parallel programs, we hope the
environment can provide programmers and/or
researchers a user-friendly and high- performance
paralel programming environment. One of the
advantages of the environment is
platform-independent. Due to this advantage, the
environment can provide wide-ranging users to use
this environment and further improve their work
performance.

This environment allows a sequential program
(FORTRAN programs) as the input. By the
user-interface constructed under WWW, users can
use a browser to input the sequential program. The
input program will be sent to a parallel compiling
server and be compiled. SUIF compiler system will
preprocess the input program and generate an
abstract syntax tree. According to the abstract syntax
tree, we will figure out an appropriate data
disgtribution for the input program after static and
dynamic data distribution analyses. Based on the data
digtribution, we will first calculate the necessary
communication sets and then generate the SPMD
program. To improve the performance of the SPMD
program, we further optimize the data locality to
increase the access of cache memory and local
memory. After that, the virtual processors will be
mapped to physical processors according to the
topology of the physical processors and
communication weights among physical processors.
Machine-dependent communication optimization is
aso done in this phase. Finadly, we link the
communication library to generate the C+PVM/MPI
or JavatPVM/MPI code according to the parallel



platform is homogeneous or heterogeneous,
respectively. While the compilation phase is done,
agent server will send the execution code to the
computation server. The computation server then
sends the results back after the execution code is
executed. The collected information from
compilation and execution phases will be
demonstrated in visualization. The users can observe
the execution performance and resource utilization of
the program via user-interface. With the observation,
users are able to fine-tune, through the user-interface,
the parameters of the parallel program to improve the
performance of parallelized programs.

Keywords: Agent-based Computing,
Communication Library, Communication Sets,
Dynamic Data Distribution, MPI, Parallelizing
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