Abstract

There are three main research results in this project. First, high cost and uncertainty
are problems of marketing. Online social advertising is more powerful than firm’s
advertisements. Our research results showed that our model outperforms general
methods in diffusing information/advertisements through social network. Our work
can accurately point out which online users to be selected to become the endorsers. In
the electronic commerce applications, the proposed mechanism helps to target the
right endorsers, and the diffusion model can then be applied. Second, we propose a
novel marketing intelligence system for monitoring the opinion variation/market
trends in online social media. Accordingly, our experimental results show that with
the support of the proposed marketing intelligence system, we found the consideration
of user credibility and opinion quality is essential for aggregating microblog opinions.
The proposed mechanism can effectively discover market intelligence for supporting
decision makers. Third, three different social decision support mechanisms are
proposed to support different product purchasing decision process scenarios. These
proposed mechanisms can successfully incorporate the incomplete opinions from
online social network and further speed up the process in support users’ purchasing

decision.
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1. Introduction

In recent years, social media, such as Facebook, Twitter and Plurk, have flourished
and raised much attention. Social media provide users with an excellent platform to
share and receive information and give marketers a great opportunity to diffuse
information through numerous populations. An overwhelming majority of marketers
are using social media to market their businesses, and a significant 81% of these
marketers indicate that their efforts in social media have generated effective exposure
for their businesses [22]. With effective vehicles for understanding customer behavior
and new hybrid elements of the promotion mix, social media allow enterprises to
make timely contact with the end-consumer at relatively low cost and higher levels of
efficiency [20]. Social advertising is a kind of recommendation system, of sharing
information between friends. It takes advantage of the relation of users to conduct an
advertising campaign. Since the World Wide Web (Web) is now the primary message
delivering medium between advertisers and consumers, it is a critical issue to find the
best way to utilize on-line media for advertising purposes [7, 23].

Right after the blooming of the Web 2.0 applications, such as Wikipedia, blogs, and
forums, social media appeared and grew quickly as the descendant of blog from mid
2006 and has become an increasingly influential social media which empowered the
Internet users to publish their creations, opinions and spread new content via
interactions. Today, the largest microblog platform, Twitter has over 100 million users
and generates 55 billion posts per day according to its report at the end of April 2010.
The name of “Microblog” is coined because of its 140-characters limitation for each
post. Several characteristics of microblog are widely discussed as in [13]. Marketing
intelligence (MI) is an important pillar of business intelligence.

MI system is designed to fulfill four needs from business managers: (1) identify
opportunities and threats from the market environment (2) help managers to know
more about the competitors (3) help preempt competitors’ actability (4) aid effective
marketing decision making [35]. Many MI systems are proposed to cope with
traditional types of web content, such as product reviews on forums [8] or weblog
usages [3]. However, there are not much works on effectively discovering
well-rounded marketing intelligence over microblogs while microblog platform is
new and having its unique characteristics. Numerous posts are produced every second
on microblog, which makes microblogs a great source to observe customers’ opinion
over campaigns and the new products/services rolled out by business in real-time.

The social support has been defined in numerous ways. According to seminal work
by House [9], social support is one of the important functional contents of

relationships that can be categorized into four broad types of supportive behaviors or



acts:

1. Emotional support. It involves the provision of empathy, love, trust, and caring.

2. Instrumental support. It involves the provision of tangible aid and services that
directly assist a person in need.

3. Informational support. It focuses on the provision of advice, suggestions, and
information that a person can use to deal with problems.

4. Appraisal support. It involves the provision of information that is useful for
self-evaluation purposes — in other words, constructive feedback and affirmation.

The speed and frequency of users’ communication in micro-blogosphere is faster and

more frequently than blogosphere. The message length in micro-blogosphere should

not exceed 140 characters, makes users could write and read message more easily and

efficiently. According to the above light-weight communication, the advance of

Internet, and flourished smart phone device technologies, users are able to

conveniently and timely share information or ask for social support everywhere and

expect to get responses momentarily.

2. Research Goals

In the social advertising part, the advertisers should disseminate advertising
messages by information sharing between people and increase the resonance so as to
widen the coverage and keep the advertisement alive. However, currently, they still
lack of an appropriate advertising mechanism, which helps marketers to diffuse their
advertisements effectively and improve resonance among users. Besides, the existent
sharing mechanisms have a problem of excess sharing between friends. Users often
share information with all of their friends, who will cause a negative impression if
friends are not interested and reduce the efficiency of advertisements. As a result,
social spam has become a severe problem confronted by users of social media.
Sharing information over the network can improve people’s reputation and develop
their social capital [30]. However, sending too many unsolicited and irrelevant
messages to friends will make them feel uncomfortable and even harm the
development of social capital.

In the marketing intelligence part, to derive marketing intelligence system on
microblogs, the volume of posts (the massive number of opinions) is overwhelming
on microblogs. Hence a problem rises and interests us: Can we develop a system
framework to summarize and extract valuable knowledge from opinions automatically?
Several sub-problems emerge as we consider the design of the automatic microblog
summarization system. First, the opinions about topic of a user’s query may focus on
many different aspects. For example, when people talk about a company, they may

comment on specific service, product or even environmental issues of the company.



Therefore, it’s important to know that aspects and topics concerned by customers.
Second, in what form the opinions should be summarized to? And how to convert
tons of opinions into that compact type? Third, when summarizing the opinions,
should we discriminately treat opinions comes from different expresser because of
their different level of credibility?

In the social support part, our research mainly focuses on the provision of social
appraisal support within micro-blogosphere. We propose a mechanism, which
composes with social network analysis (SNA), intuitionistic fuzzy set (IFS) and
technique for order preference by similarity to ideal solution (TOPSIS) to achieve
social appraisal support for online users.

3. Literature Review

The issue of online advertising has aroused much academic interest and been
spotlighted for decades. Online advertising can usually be categorized into two types:
1) targeted advertising, which delivers advertisements based on the user’s preference
profiles; 2) social advertising, which delivers the advertisements to influential users
determined by social relationship [19]. Social relationships and social interaction are
powerful because they can act as trusted referrals and reinforce the fact that people
influence people and have become the crucial components in social advertising [1].
Some researchers measure the influential strength by analyzing the number of
network links and users’ relationships and interaction in the network to identify the
influential nodes for social advertising [19, 32]. Therefore, studying social influence
can help us to better understand why certain information is transmitted faster than
others and how we could help advertisers and marketers design more effective
campaigns [5]. Researchers analyze information diffusion in the social network based
on the individual’s characteristics. Some of them are based on bond percolation, graph
theory or a probabilistic model to extract the influential nodes, considering the aspect
of dynamic characteristics, such as distance, time, and interaction and so on [15, 16].
Others exploit social network analysis techniques, to evaluate the influential nodes
from the aspect of the node’s structural position, such as degree centrality, closeness
centrality [17]. The design of diffusion mechanism is conceptually similar to that of
computer network multicast process. Multicast is a network technology for the
delivery of information to a specific group using the most efficient strategy to deliver
the messages over each link of the network [33].

Feature extraction, meronyms acquisition, opinion mining, sentiment analysis, and
credibility assessment are basic components for deriving marketing intelligence
system. To deal the task of production feature extraction, the authors of [13] generate
a set of frequent features by finding out frequent terms and prune the feature set by

calculating term compactness and redundancy. In [23], Red Opal system also uses



frequent noun and noun phrases for feature extraction. Within the ontology
engineering communities, it’s been recognized that natural language texts provide a
rich source for extracting semantic relations, such as hyponyms and meronyms. In [8,
24], how hyponym relations can be acquired automatically using linguistic patterns
has been studied. Major applications of opinion mining are product review mining [13,
23, 24], recommendation systems [26]. Sentiment classification is to identify the
sentiment (or polarity) of retrieved opinions. There are two major categories of
approaches for this task. One approach is to develop linguistic resources of sentiment
orientation and structures of sentiment expression then classify text based on the
developed resources as in [13]. The second approach to analyze sentiment is to train
and deploy a sentiment classifier, which can be built with several methodologies such
as SVM, Maximum Entropy and Naive Bayes [36]. Prior to the Internet era, several
important criteria, like source, receiver, message, medium and context, have been
addressed to assess credibility of information contains in presswork and interpersonal
communication [31]. In [28], the authors states that authority leads to credibility. A
more authority source makes the information more credible. Some researches adopt
link analysis on web pages and provides authority indicators of web page, such as
HITS and Pagerank proposed [18]. Also, trust relation in social network is also a
promising solution to online credibility as described in [4].

The aim of Multi-Criteria Decision-Making (MCDM) technique is to identify the
best, compromised or optimal solution from all feasible alternatives evaluated on
multiple criteria [14]. TOPSIS is an appropriate tool for the multiple attribute
decision-making problems [10]. It simplifies the complex human decision-making
process into the distance and relative closeness coefficient measurements. In order to
handle the vague information from social network and deal with the multi criteria
fuzzy decision making problems for users, the intuitionistic fuzzy sets could be
applied to represent the characteristics of alternatives and the criteria value are given
by fuzzy numbers [21].

4. Methodology

In this section, we describe the proposed framework in detail. First, we designed a
social diffusion mechanism to disseminate advertising information via social
endorsers. Second, we develop a marketing intelligence system to summarize the
opinions on the web. Third we proposed a social support mechanism to help users
make decisions via their social network in the micro-blogosphere.

4.1 Social Diffusion Mechanism
The process of our diffusion mechanism (ADPlurker) is shown in Figure 1 and
detailed as follows.

1. The endorser discovery engine is triggered to identify the influential users



(referred to as social endorsers) who have high preference in the
advertisements of the sponsors (user A in Figure 1). The components of the
endorser discovery engine are described in subsection 3.2.

2. The system delivers relevant advertisements of the sponsors to identified
social endorsers using a recommended list of their friends with strong
propagation capability for forwarding further advertisements.

3. After the social endorsers receive the advertisements, they share the
received advertisements with their friends spontaneously (users B, C, D in
Figure 2) with the support of the recommended list of friends further
generated by the endorser discovery engine.

4. The endorser discovery engine sends a corresponding list of friends to all
the users who receive the advertisement respectively.

5. The social advertisement diffusion proceeds continuously by repeating step

AdPlurker

Figure 1. Process of social diffusing mechanism

Note that the proposed social diffusion mechanism is different from spamming. The
friends selected by the endorser discovery engine are based on quantitative
measurement of the factors, such as user preference, network influence, and
propagation strength. Effective information diffusion on social networks is grounded
in the relevance of individual preference and the closeness of social relations.
Therefore, the main functionality of the proposed social endorser discovery engine is
to identify the nodes with the strong propagation capabilities in disseminating relevant
messages as widely as possible. In order to identify the appropriate social endorsers to
achieve a better diffusing performance, in this research, we not only consider the
static factors (individual preference and link structure of relationship), but also
dynamic factors (social activeness, social interactions, and social similarity) in the
evaluation of nodes’ propagation capabilities—transmitting information towards the
most suitable friends and spreading it further.
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Figure 2. Architecture of endorser discovery engine
Figure 2. shows the main components and procedures of the proposed endorser
discovery engine. Our proposed system architecture includes four modules:
Preference Analysis” module; “Influence Analysis” module; “Propagation Strength
Analysis” module; and ‘“Measurement Aggregation” Module. The details related to

each module are described as follows.

Figure 3. Category tree

In the preference analysis module, we establish the category tree of advertisement
and use the same tree to define the user’s preference tree. Furthermore, we utilize a
distance-based approach [34] to calculate the similarity between preference tree and
category tree. As shown in Figure 3, assumec¢, and ¢, stand for the target category
of the advertisement and the closest category of the user’s preference respectively and
c, represents the first mutual parent node of ¢, and ¢, in a catalog tree. The
fitness degree of the advertisements to a user can be calculated by the following
formula:

. 2Dﬁn
Sim (C,,C,) = ———A"
D, +D,+2D,,

where D, (D,) is the length of the path from ¢, (c¢,) to ¢

» and D, is the

distance of the path from c¢,, to the root node in the category tree .
In the influence analysis module, the connection degree (individual influence) and

content degree (personal content influence) are included in our system. First, we use



mutual relationship (friendship) to measure the connection degree influence as, in
practice, the mutual degree represents the number of friends a user has. Mutual degree

for user i is measured as:
Md()=) E,,

where E, is 1 if an edge from node i to j exists and an edge from node j to node i

exists, too, otherwise it is 0. Second, we measure the content degree influence of a
user by the number of total responses and message forwards from people. We denoted
|®| as the total number of the elements in a set ®. The formula for content degree
measure can be expressed as:

Cd(l) — I q)respmz:f(i) [+1 q)forward(i) l ,

| P [

post (i)

where @ stands for the set of the messages posted by user i, @ represents

post (i)

the set of the responses on user i‘s posts , and @,

forward (i)

response(i)

is the set of i’s posts
forwarded by others. The aggregate network influence measure is the sum of the
mutual degree value Mmad(i) and the content degree value cd(i) .

Social activeness is used to calculate the activity intensity of a user. We calculate
the activeness of a user by the number of post records during a period of time in the

social platform. The formula is defined as below:

T
| P o
Sa(i) :@ ,

where @ is the total number of messages posted by user i at time period t.

messages(i. )

Social similarity aims to measure the similarity degree between two people from
implicit social structure and behavior, such as friend-in-common and
content-in-common. Denote F() as a set of user i’s friends. The similarity of a
friend-in-common between user i and friend j, is measured as:

FONFQ)

Sim &) = (PO F )

In addition, semantic analysis can be used to measure the social similarity in the
aspect of content-in-comment and to discover the potential preference of users [2].

Figure 4 shows the process of semantics similarity analysis.
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Figure 4. The process of semantics similarity analysis.
The term frequency (TF) for term m in a post p is calculated as:

freq,

maxi(freqivp) ’

tfm,p =



where  freq, , is the raw frequency of term i appearing in post p and max,(freq,,) 1S
the number of times the most frequent index term, 1, appears in post j . The inverse

document frequency (IDF) for term m is formulated as:

P
2

idf,, =log

n

m

where ~, is the total number of posts and », is the number of posts in which
term p appears. Then, the relative importance of term m to post p can be obtained by
calculating:
w, , =tf, Xidf, .
Finally, we measure the content similarity degree between people by a cosine
similarity metric. The number of terms (keywords) selected for analyzing a person’s
document in a collection or corpus is denoted as M. The similarity of corpus

(content-in-comment degree) between user i and friend j is defined as:

Sim,, = cos(iy,, j,,) = % ,

where i, and j, are the document vectors in the M dimensional term space for
user i and friend j.

Finally, the similarity score is measured by the sum of friend-in-common and
content-in-comment scores. That is, social similarity between user i and friend j, is
formulated as:

SSG, j)=Sim,, (i, )+ Sim, (i, ) .
4.2 Marketing Intelligence System

In this section, we describe the proposed marketing intelligence system framework
in detail. For the convenience, we use the term “query” to represent the name of entity
that the end users want to know about. A query could be a keyword, such as a brand
name or a product name. The goal of framework is to indentify relevant trendy topics
for a user’s query and obtain a representative score of customer opinions on
microblog towards the targeted topics. For example, when the user queries system
with “google”, the system should find out topic terms such as “gmail”, “google map”
and provide scores toward these topics. Figure 5 displays the main modules and

procedures of our proposed system.
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Figure 5. Architecture of Numeric Opinion Summarization Framework
The major task of the relevant topics detection module is to assign a tendency score
of being a relevant topic to each term appeared in the opinion set of a given query. We
define Q as a set of queries and O is the set of opinions the system has collected.
g€ Q as a query given by end users, 0,co which represents a set of opinions in
which a query ¢ is mentioned. T is defined as the set of nouns/phrases which appears
in opinion set O and t,€ T is a distinct term in 7. The Topic Tendency Score (TTS) of

aterm t on a query ¢, ¢ ,1is calculated as:

q°

TTS, =TF, xIDFx MPP, ,

where 7F, is the frequency of term 7 in opinion set 0, and IDF? is the inverse

document frequency of term ¢ in opinion set O. Specifically,

TF, , = number of occurrences of term 7 in opinion set O, .

tq

IDF? =log __tol ,0,c0.
\{oq:re 0,)

The consideration of TF and IDF is based on the assumption that relevant topic
terms of a specific query g should appear often in 0, and should be less frequent

across O. The last factor, MPF,, stands for the portion that a term appears with a

pattern, which is in the predefined set of meronym patterns, P, with which people
express meronym and hyponym relation. To improve precision of topic detection, we

utilize the meronym pattern matching method [24] in the module. For example, a post
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“Battery of iPhone is not good.” matches meronym pattern “PART of ENTITY”.
“Battery” matches token PART while “iPhone” matches token ENTITY in the

meronym pattern. With these evidences, we could gain confidence that “battery” is a

part of “iPhone” and also a discussed topic of “iPhone”. mpp, is calculated as

equation (4).

number of occurrences of ¢ in O, with patten in P
MPP,. = F : .

Iy

For each query g, we calculate TTS for each term ¢ and rank the terms by their
TTS. With the TTS-ranked terms, we select top k terms as the relevant topics TPq for
further summarization processes.

Since the ultimate goal of our system is to provide numeric scores for opinions, we
have to propose an approach converting the format of an opinion from text to a
numeric value. In the framework, Semantic score evaluation module identifies the
polarity and quality of opinions and combines them as a Semantic Score (SS) for final
opinion aggregation.

Generally, a larger portion of emotional words will be used in the sentences by
users when people are expressing their own feelings, relative to the description of
objective information. Hence, we define Opinion Quality (OQ) of a post o as the
average emotional and sentimental words density in all sentences in post o which
mentions topic t. To evaluate the quality level of opinions, we prepare a subjective
word set, which includes emotional and sentimental words via word set expansion
with WordNet. We define a seed set of subjective words suggested in advance [27]
and then query WordNet for synonyms and antonyms recursively for word set
expanding. Once we have the subjective word set, @, the opinion quality for a post o

related to a topic t , OQo,t, is formulated as:

00, {Zm, = “q’]/

U,

S o

t

where U, = the set of unigrams pertained in sentence s ,

S; = the set of sentences in opinion o which mentions topic ¢

In the sentiment classification module, a SVM model is trained and used for
opinion polarity classification. Upon SVM feature selection, we test various features
shown in Table 1. Unigrams and bigrams are distinct one-word and two-word tokens
sliced from the opinion text. All of these features are counted in a presence-based
binary value, {0,1}. “1” stands for appearance of the feature while “0” stands for
absence in a post.

Table 1 Feature set used for testing SVM classification performance
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) ) Unigram+ Subjective
Feature Unigram Bigram .
bigram Word Set
Frequency
Presence Presence Presence Presence
or presence?

We collected data from Twitter which was queried with two kinds of emoticons:
returned posts with *“:)” are labeled with “+1”, which stands for positive polarity and
posts with “:(” are labeled with “-1”, which means negative polarity. We found that
about 87% posts are labeled correctly.Than, we adopt a grid search [11] to find out
best combination of parameters ¢ and y for the SVM with Radial Basis Function (RBF)
kernel. With the trained SVM, polarity of opinion o, polarity, = {~1,+1}, which stand for
positive and negative sentiment respectively, is predicted.

Finally, with derived quality and polarity of the opinions towards a topic t, we

calculate the semantic score SS as:
SS,, = polarity;x OQ

o,t 2

where s, , e [-11]

Notice that opinion quality OQ could be used to alleviate inability of SVM
classifier to filtering out neutral opinions.

Credibility score evaluation module is designed to measure Credibility Score (CS),
which reflects credibility of an opinion expresser. To measure the credibility of a user,
we calculate the user’s follower-follwee ratio (Number of the user’s followers over
number of users followed by the user). A user with relatively more followers will
obtain higher source credibility since most of users tend to follow the users who
provide fair and informative content. Assume there are N users in the social network
SN. SN can be represented as a NxN adjacent square matrix. If user i follows user j
then SNi,j=1, otherwise SNi,j=0. Note that SN is asymmetric. The source credibility
score of useri, f%, is defined as:

i

Z,I/LiSN./'J 1}

£ =min| =£
E SN, .
i#]j Ly

Besides, reposts frequency should be an adequate proxy for measuring the quality
of posts from the users. In most microblog platforms, users could repost posts from
the others with no modification and comments added. Since users could not add any
personal opinions to the reposted posts, it is believed that highly agreement shown
between the posts and the users repost them. Therefore, the repost rate of a user’s
posts could be used as a measure of the content credibility. We define content
credibility score of user i in a time period TP as:

r» Dumber of posts reposted of user i in time period TP
r =

i

number of posts of user i in time period TP

Finally, the credibility score of user i is the geometric mean of source credibility

12



score f* and content credibility ™ as shown as:

CS, =+ xr™ .

Notice that some interested parties (e.g. a company promoting its products or
attacking its opponent’s products) in the micro-blogging sphere may attempt affect the
analysis. To prevent the improper abuse of credibility, the users with exceptional high
credibility could further be identified

The final score for a topic t with respect to a query ¢ is formulated as:

zneq . (SSO_, X CSiSN,TP)
z”e()u(‘ssa.r xC, ,,SN’TP)

9

Score, , =

where 0,, is the set of opinions mentioning topic t for a given query q and user i is
the expresser of an opinion o.
4.3 Social Support Mechanisms Design

In this section, we consider three different phenomenon of product purchasing
decision process scenarios. According the properties of each scenario, we design
different social support mechanism. The process of different mechanisms design is
shown in detailed as follows.
4.3.1 Social Support Mechanism in Micro-blogosphere
The proposed model is comprised of three main elements: companionship

analysis, collective opinions modeling, and decision analysis. The purpose of the
companionship analysis is to identify importance weight of each decision maker
based on the companionship between the originator and the decision maker. We apply
the two-mode social network analysis to derive the importance weights of various
decision makers. Figure 6 briefly presents the concept and the architecture of our

system model.

Modeling

Interactions Opinions Alternatives

Ranking
Extract Collect
£Opiniog>

Companionship CS llicncit(izc Decision
Analysis P! Analysis

Micro-blogosphere

Figure 6: Decision Making Support System
The 2-mode network is built for companionship analysis and the elements of the

2-mode network are listed as follows.
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® The user set is a set of users having interaction with the originator.

® The micro-blogging message set is a set of messages posted by users in the user
set.

® The relation measurements are measured by posting and replying a message.

In the 2-mode network structure, a decision maker with a greater degree of the
companionship will be given a greater degree of importance weight. Namely, their
opinions might be trustable for the originator.The obtained user weight would be
normalized by linear normalization as follows:

A= % =1,

P

where o denotes the set of decision makers included in the user set, RM,
denotes the relation measurement value of the decision maker &, and 4 denotes the
importance weight of the decision maker « .

The main purpose of the collective opinion modeling is to obtain the collective
decision table ( D) according to the rated decision table by the decision makers.
Suppose that the originator releases m alternatives (A), » criteria (C) and there are
k decision makers who evaluate each alternative with respect to various criteria.
Considering the limited expertise of decision makers about the problem domain, they
are expected to answer “Good (G)” or “Bad (B)” or “Unknown (U)” to the question
whether alternative 4 satisfies criterion ¢,. Weuse G, and B, to respectively
denote the decision maker set of who answer “Good” and “Bad” for the alternative A,

with respect to the criterion ¢, . After the alternative evaluation, there are & decision

tables
D :[d,,j] . where d}j € (G,B,U)

to be collected and transformed into a collective decision table taking the form of

intuitionistic fuzzy values

D= [dz] :

In this study, the characteristics of the alternatives d, are represented by the IFS as:
d; ={<u,(C).v, (C)>C e Cli=12...m,
where u,(C) and v, (C; indicate the degree of the alternative 4, satisfies and does

not satisfy the criterion ¢, respectively. We denote that

1, (C = A.u(CHelo1] and v, (C)=7 4.v(C)el0.1]
ke Gy ke By
for calculating these two degrees. Note that, u, (C)+v,(C)e[0.1] and the third

intuitionistic index =z, (C))=1-x, (C)-v, (C)) is used to evaluate the level of hesitation.

That is, the larger value of 7, (¢;,) which means the higher hesitation margin of the

14



decision makers about the alternative 4 with respect to the criterion ¢, .

After having the intuitionistic fuzzy decision matrix, decision analysis is next
applied to derive the final collective decision and provides an alternatives ranking list
for supporting the originator. The procedure of TOPSIS calculation for decision
analysis is described as follows:

Step 1. Obtain the criteria weight set.
The originator could give their criteria weight set (w ) or just use the default equal

weighting. If the originator does not set the criteria weight, then each criterion weight

in w are all equal to 1. For each 4,eIFs, the d,w. is defined as follows [6]:

dywe, = {< 1-(A-u,(C; N L0(C, ) >}

Step 2. Determine intuitionistic fuzzy positive ideal solution (IFPIS) and intuitionistic
fuzzy negative ideal solution (IFNIS).
The calculation of the IFPIS (A7) and IFNIS (A") in this step is respectively defined

as follows:

A" = {mlax ﬂ,.,.(C‘/.),miin v(Ci)} ,and A = {Irlljnﬂi/(Ci),mI;lx v(C‘/.)} .

Step 3. Calculate the distance between alternative and IFPIS and between alternative
and IFNIS.

Refer to Szmidt and Kacprzyk [25], the following measurement definitions will be

used to determine the Euclidean distance. The ED(A,A*) and ED(A,A") respectively

denote the Euclidean distance between alternative A and IFPIS A* and between

alternative 4, and IFPIS a-.

ED(A,A") =

\/i[(m, (€)=, (C)) +(v, (€ =v,.(C)) +(z, (-7, (c,))z}

j=1

ED(A, A7) =

\/Z[(ﬂA (C,)—/IA,(C,))2 +(vA’(C,-)—vA,(Cj))2 +(z, (C])—yzAf(Cj))z}

J=

Step 4. Calculate the relative closeness coefficient (¢ ) and rank the preference order
of all alternatives.
The relative closeness coefficient of each alternative with respect to the intuitionistic

fuzzy ideal solutions is calculated as:

_ ED(A,,A")
4 ED(A,A")+ED(A,A")’

where cc, €[0.1]i=12....m.

Hence, the ranking list of all the alternatives can be determined according to the
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descending order of closeness coefficient values. Finally, the alternative with the
highest-ranking order is the most preferred alternative.
4.3.2 Building Social Decision Support Mechanisms with Friend Networks

The proposed model using social network analysis along with regression model,
fuzzy Delphi and fuzzy AHP methods as tools, designs a social network based
decision support system with better effectiveness. Our requirements for this model are
governed by the objective of designing a system to support decision processes on
social network. Typically, a group decision process includes choosing the experts,
determining the evaluation criteria, aggregating experts’ criteria and suggesting
alternatives. For more vivid picture of the study, Figure 7 served as the research

paradigm. In the following, we describe our important system modules in detail.

Decision problem issuing Experts discovering Decision group recruting

SNA with time factor

Regression model flepabanking

''''''''

— T e
:

ﬁ?h% - ‘@'1

Fuzzy Delphi
Criteria collecting with WordNet

e

2=

p.

Adaptive Fuzzy AHP

Alternatives presentating  Decision criteria synthesizing Decision criteria discovering
Figure 7. System flow
In our model we choose closeness from three commonly used centrality metrics to
be one of our first expert selection factors.
Closeness centrality is defined as the total distance of a user from all other users,

and can be formulated as [37]:
C.(p)=11%d(p.p,)

where nis the number of users and d(p,,p,)is the distance between decision maker
i and his friend j .

Betweenness centrality tracks the number of geodesic paths through the entire
social network, which pass through the concept whose influence is measured. It is an
approximation of its influence on the discussion in general [37]. Besides, betweenness
centrality best measures which members, in a set of members, are viewed most
frequently as a leader, than other social network analysis measures [39]. The
betweenness centrality evaluates the capability of interactions between two friends
and is defined as [40]:

Cp() =( Z,g_,»,(i) )Gy

i# j#
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where G, is the number of the shortest paths linking two friends (,j) and g,@)is
the number of shortest paths linking the two nodes (j,/) containing node i.

However, even two people are close friends; friendship may evaporate as time goes
by if they do not interact frequently. To measure how the friendship changes within a
time period, we define an evaporation function to be a new factor of evaluating

friendship among friends. The evaporation function is formulated as:

1+1
T

ij =

(1= p))T; +aT
where:
7. : friendship deposited for friend

g

p,; - friendship evaporation coefficient,
' L- Ltlj

=S T,

a7; - amount of friendship changed in time 1,

where:

o/ L’ij if interaction exists between (i, j)
AT, =
0 otherwise

L : average number of interaction over time periods
L. : count of mutual interaction of (i, j)in time ¢

S : standard deviation of interaction between (i, j)

: number of time periods used to calculate I

Q :difference between L; and L', ie. L,-L

Regression analysis is a tool for the investigation of relationships between
variables, and its major use is prediction or forecasting [38]. Usually, the investigator
seeks to ascertain the causal effect of one variable upon another. To explore the
friendship between friends, we assemble data on the underlying variables of interest
(in our work, closeness, betweenness and evaporation) and employ regression to
estimate the quantitative effect of these three variables upon friendship. In our work,
we use the following regression model to estimate the friendship between decision
maker i and friend ; intime ¢:

F/=B,+BC.(p)+B.C,(p)+ 7, +¢,
where 4 , B , B and B are parameters, ¢ is error term, and

E(g;)=0,Var(g;) =0’ ,Cov(g,;.£,)=0.

After the regression model is build, we can use this to measure decision maker’s
friend and select required decision group. In our system, we select top-N friends by
ranking their friendship and form the decision group.

Our study used FDM for the screening of alternate factors [42]. Using the fuzzy
theory could solve the fuzziness of common understanding of experts, and the

efficiency and quality of questionnaires could be improved. In our work, we followed
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typical FDM process to implement our system, but made further improvement. To
implement FDM, we have to collect opinions of decision group first. However,
traditional questionnaire survey for criteria collecting is time consuming, so we design
an online criteria-collecting module to do the job. To maintain basic requirement of
Delphi method, during the process, individual opinions are unknown to others.

After collecting all the opinions, we calculated the value of triangular fuzzy
number of all factors and discovered the significance triangular fuzzy number of
factors. By using simple center of gravity method to defuzzify, the fuzzy weight of
each opinion can be converted to definite value. Finally proper opinions can be
screened out as decision criteria from numerous factors by predefined threshold value.

In determining evaluation criteria phase, our system has screened the important
factors conforming to a decision problem through FDM investigating experts’ criteria
to set up the hierarchy architecture. Here we modify typical FAHP to calculate the
weights of individual criteria of a decision problem. Hsu and Chen [41] proposed a
fuzzy similarity aggregation method (SAM), in which similarities between experts
were collated and fuzzy numbers assigned directly to each expert to determine the
agreement degree between them. Taking the degree of importance of each expert into
consideration, we modified the original weighting method as below. In [41], the
average agreement degree of expert E; is given by
‘L‘(E.f):L " S

n—1:5
k#j

where S, is the agreement degree, and nis the number of experts. Besides, RADis
the relative agreement degree of expert E,, which is formulated as:
_ AE)
S AED
The relative importance of experts is formulated as:

RAD,

J

r.
w. = J

J Zn r
k=1 k
Meanwhile, the consensus degree coefficient of expert E,,j=12,..n is defined as:
CDC; =y,»w,+(1-¥,)*RAD,

where 0<y,<1. In our work, we improve the calculation of relative importance of
experts (w;) and consensus degree coefficient of expert (CDC,)to capture the spirit
of social network.

For w,, in the original definition the weight of the most important expert is 1, that
is, r,=1. Then the kth expert is compared with the most important expert, and a
relative weight r is assigned. Since the decision group was selected based on
friendship F/, in our design the expert with highest friendship index is considered to

be the most important expert with r, =1, for all other experts, r, =F;/F, . Therefore,

18



we can reformulate the relative importance of experts as
FI

ij

w, = ,j=L12,...,n

J n P
Zj:] E/

4.3.3 Designing a social support mechanism for online consumer purchase
decision making

Based on Simon’s decision process, our system supports the decision-makers
with necessary functions in every stage. Our requirements for this system are
governed by the objective of designing a system to support product purchasing
decision processes on social network. For more vivid picture of the study, Figure 8
served as the research paradigm. In the following, we describe our important
system modules in detail.

\ Intelligence | [ Design || Choice |
4 4 N/ N
4 N\ ] R e R (~ Tn-group Social Impact
) . Individual Options/Criteria N Analysis V,
Social Profile Analysis Social Impact Analysis Discovering /
Alternatives Selecting )
Profile Decision Group Alternative
Analysing Recruiting QOC Collecting Synthesizing

Figure 8. System framework

As social network analysis is used to analyse complex networks [44], in our model
we choose closeness and betweenness from three commonly used centrality metrics to
be characteristics of system users. Closeness is used to measure the immediacy in
social impact [49]. Closeness centrality is defined as the total distance of a user from
all other users, and can be formulated as [46]:

Cetp)=1/Xd(p.p)
J=

where N is the number of users and d(p,, p,)is the distance between decision maker
i and his friend j . Individuals who are higher in betweenness are considered to hold
greater power in the network [47]. Betweenness centrality tracks the number of
geodesic paths through the entire social network, and it is an approximation of
influence [44]. Besides, betweenness centrality best measures which members, in a set
of members, are viewed most frequently as a leader, than other social network
analysis measures. The betweenness centrality is defined as [46]:

Cyr=Y g,()/G,

i#j#l
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where G, is the number of the shortest paths linking two friends (i, j) and
g ; (i) 1s the number of shortest paths linking the two nodes (j,/) containing node i.

Out-degree refers to the attribute that can present an initiative action from a user.
The higher the number of out-degrees, the more motivation a user has to interact with
others. When a target user posts comments or sends links to others, they make links of

this type. Out-degree centrality is defined as [46]:

N

CD(p,') = z a(ppp‘,-)

j=

where a(p;,p;,)=1 if and only if p, and p; are connected. Otherwise,

a(pi’ p,) =0.

Social similarity (§S)and social interaction (/A) are two important factors for
analysing friendship. Compared with social similarity, social interaction is a more
dynamic relation that contains all kinds of people’s actions [45], and these actions can

reveal social closeness. In our research, we used these two factors to define social
relation. Social relation (SR) is defined as:

In our research we use the number of friends in common to measure social
similarity, that is:

_{Friend of i} {Friend of j}
U {Friend of iyU{Friend of j}

Besides, the social interaction between i and j is measured by the activities

related to information sharing. For example, friends usually post their own status,
share photos or comment on friends’ status on Facebook. Therefore, the social

interaction is defined as:

Total Interactions between i and j

" Total Interactions between i and All Friends

In our work, we use social impact to be the selection factor of decision group
members. Social impact was governed by social forces, psychosocial law and
multiplication versus division of impact [48]. Social forces law states that social
impact is affected by strength (S), immediacy (I) and number of people (N), and
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L :f(SIN)

The greater the number of sources of social impact in a social situation, the greater
the impact would be. In our research, by applying the result from social profile

analysis, the social impact of iis defined as:

N
I, =Y (CparSRy) *Co(p)*Cy(p))
j=1
Information retrieval (IR) deals data where information items cannot be precisely
defined. Since the discussion process contains various free-typing texts, we used IR
methods to collect the options. A Part-Of-Speech Tagger (POS Tagger) reads text and
assigns parts of speech to each word, such as noun, verb and adjective. In our system
framework, we adopted POS tagger developed by Stanford University to identify
POS.

The tagged nouns were considered to be options from decision group members.
WordNet is a large lexical database in which nouns, verbs, adjectives and adverbs are
grouped into sets of cognitive synonyms (synsets), each expressing a distinct concept.
Synsets are interlinked by means of conceptual-semantic and lexical relations. To
measure the semantic similarity between two synsets, we use hyponym/hypernym (or

is-a relations).

After the similarity is computed, the options are then presented to decision group
by using QOC schema. Then the group members are asked to describe the criteria
behind the options proposed. The same technique is used to collect the criteria during
the discussion of criteria. At the end of this process, a complete QOC diagram can be

obtained.

After the decision group members are selected, the decision support process starts.
During the alternatives design phase, they can propose their own options related
criteria. However, the group members are likely to impact each other. Some members
may be persuaded and concur on others’ options. Suppose the decision group consists
of N members. Each of them can have opposite attitude on a certain criteria proposed

by other members. Denote the attitude of member p as « pzil,pzl, 2,...,.N .
Member p agree with the criteria if@ ,=1, and vice versa. Members can influence
each other, and each of them is characterised by self-confidence ,Bp > (0, which is the

strength of his/her influence and the confidence about his/her own criteria/options.
Member p and ¢ have social distance d, . The change of attitude is determined

by the in-group social impact exerted on every member:

N a o
GSI, =—fB,—a,— y L%
P p P q:;qip g(dpq)
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Member p will change his/her own attitude if GSI, >0, or maintain his/her

attitude otherwise.

At the final stage, the final alternatives shown to the decision-maker is synthesized
based on QOC and in-group social impact. In QOC schema, an option can have
positive and negative assessment about. By evaluating the in-group social impact, we

can count the number of decision members who support or concur in a certain criteria.

For a criterion, if the number of positive assessment exceeds that of negative
assessment, then the negative assessment link is removed. The option with the largest
number of positive assessment is then selected as final suggested alternative to

decision-maker. The complete process is shown in Figure 9.
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Figure 9. Alternatives selecting process

S. Conclusion

The contributions and managerial implications of social diffusion mechanism are
summarized as follows. Firstly, from the perspective of system innovation, while
marketing on social media has become increasingly popular, little research has
discussed a diffusion mechanism to study the online advertisements on social media.

Secondly, from the perspective of methodology, we not only consider the static
factors (individual preference and link structure of relationship), but also dynamic
factors (social activeness, social interactions, and social similarity) in the evaluation
of nodes’ propagation capabilities to identify the people who can spread the adverting
messages widely.

Thirdly, from the perspective of performance, better click-through rate reflects that
our mechanism can raise the visibility of advertising information. A higher repost rate
indicates a higher exposure of the advertising and reveals that users are interested in
the advertisement when shared by friends and are willing to share it with others.

It also proves that our system can reduce the risk of spamming friends and improve
resonance among users. Our proposed mechanism can widely extend the spreading

coverage of advertisements and improve the resonance of advertisements.
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Lastly, from the perspective of practice, our empirical experiments show that social
advertising is particularly effective in marketing goods and services such as
movies/TV, music, games, sports, and outdoor pursuits. The proposed diffusion
mechanism provides the advertisement sponsors with a powerful vehicle to conduct
advertising diffusion campaigns successfully.

The contributions of market intelligence system are summarized as follows. On the
theoretic aspects, first, as microblog posts are less structural than traditional blog
articles or documents, we provide good precision on topic detection in microblogs by
combining the refined meronym patterns and term frequency information.

Second, the performance of SVM as a sentiment classifier for microblogs is
justified although the opinions text of microblogs is limited to be short. Another
noteworthy part is our survey reveals it is applicable to use emoticon as a proxy for
sentiment expressed, which allow us to feasibly quantify a huge number of opinion
expressed in microblogs.

Third, as the microblog message can be disseminated quickly over the social
networks of users, in order to detect and avoid the spamming problem, we develop a
model, considering the social network structure and interactions activities, to quantify
the credibility of an expresser. On the managerial aspects, with the proposed system,
the marketers could learn what topics are interesting and concerned by the customers
in real-time and cost-efficient. And the sentiments towards these topics can be easily
traced with time. The marketers could effectively comprehend the change of
customers’ attitude by different time period and specific campaigns or events.

Furthermore, the proposed system prevents the information used for making
marketing decisions from interfering by incredible information source and irrelevant
opinions.

The contributions of social support mechanisms design are summarized as follows.
First, the contribution of the “Social Support Mechanism in Micro-blogosphere” is a
social decision support mechanism composes with social network analysis (SNA),
intuitionistic fuzzy set (IFS) and technique for order preference by similarity to ideal
solution (TOPSIS) has proposed in this paper.

In SNA we form the post and response interaction as the two-mode network data,
and obtain the strength of social relationship for analyzing the companionship
between originator and decision makers.

IFS is mainly used to model the completely unknown or incompletely known
opinions from micro-blogosphere. For achieving the social appraisal support for
originators, TOPSIS was applied to obtain the final alternative rank list.

Through this proposed social appraisal support mechanism, the originators could

put their whole social network as their own experts group. Additionally, the proposed
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mechanism successfully speeds up the decision process and provides appropriate
models processing the incomplete opinions from online social network.

Second, the research results of the “Building Social Decision Support Mechanisms
with Friend Networks” are that we introduced time factor into social network
analysis.

By using regression a friendship index calculation model is proposed and served as
our tool to predict friendship between two users in specific time period. By equipping
FDM with online decision criteria mechanism, timeconsuming problem of
conventional Delphi method was solved. Furthermore, an adoptive SAM was also
suggested to further improve the application of FAHP on social network related
research.

An empirical study further proved the feasibility and effectiveness of our work.
Finally, the contributions of the “Designing a social support mechanism for online
consumer purchase decision making” are that we introduced social impact theory into
the design of social decision support mechanism. QOC representation schema was
used to describe the design logic of decision alternatives.

From the viewpoint of academic contribution, by using social impact theory a
decision group selection mechanism and consensus making within decision group
were proposed and served as our tools to select adequate members to support
decision-making process.

By equipping decision support mechanism with proper design rationale
representation schema a product purchasing decision problem can be understood
clearly by decision members, and various discussion records can be -easily
communicated and assessed.

An empirical study further proved the feasibility and effectiveness of our work.
Our research successfully introduced the social impact theory and design rationale
into the development of social network-based decision support mechanism. Besides,
we also extended the concept of decision support system development to utilize social
network platforms.

From the viewpoint of practice, we showed a feasible way to develop a social
network-based decision support system together with the related techniques for
product purchasing decision problems. By dividing the system framework into
modules, those who are interested in developing such kind of applications can further

improve the system by plugging in new modules as needed.
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