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Statistical analysis of association between gene networks
and phenotypic patterns
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Abstract

High  throughput techniques have
generated massive amount and
heterogeneous types of biological and

medical data that are in the immediate need
of statistical analysis for association between
structure in the large scale gene networks and
the trait patterns of phenotypes in high
dimensional space. In this long term project,
we plan to develop statistical learning
methods for the analysis and integration of
different kinds of data by systematic
approaches of network biology, including
Boolean networks, Bayesian networks,
kernel methods, dimension reduction and
related techniques. Specifically, we will
consider the following topics to investigate
during this project.

Firstly, we plan to identify gene
similarities based on their shared phenotypic
features by the structure of association
between genes and phenotypes. The
reasoning behind this approach of analysis is
that genes sharing more similar phenotypes
shall have a stronger tendency for functional
interactions in biology which will in turns
provide the usefulness of phenotype
similarity values in gene network analysis.
Statistical measures  of  phenotypic
association of genes will be investigated. The
relationship of phenotypic association to the



pattern recognition of gene networks will be
explored by statistical methods together with
the integration of biological information.

Alternatively,  phenotypes that are
associated with common genes can be
regarded as similar traits that are likely to be
the outcomes of similar pathways consisted
of these common genes from the perspective
of biological systems. Hence, we plan to
develop statistical measures for the similarity
of phenotypes based on the association
patterns of genotypes and phenotypes with
the structure of gene networks behind the
analysis steps. This will provide a systematic
framework to analyze the interdependence of
genotypes and phenotypes through biologic
network structure from the perspective of
systems biology with state-of-arts techniques
in statistical analysis.

With these analysis measures and methods,
we can perform disease-specific and
tissue-specific network analysis for any
combination of disease and tissue types. For
example, we can use this analysis framework
to assist the discovery and development in
designing high efficacy and low side-effect
drugs and treatments. Other applications are
also possible and will be investigated. The
statistical methods developed in this long
term project will be very useful for the
treatment of human diseases and analysis of
biologic studies through the association of
gene networks and trait phenotypes in
biologic and medical researches during

collaborative  studies and  follow-up
investigation.

Keywords: statistical learning, Boolean
networks, Bayesian  networks, kernel
methods,  dimension  reduction,  high

dimensional data, phenotypic association,
gene network, pathway analysis, pattern
recognition, systems biology, drug discovery,
side-effect.
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There exist interdependence relationships
between genotypes and phenotypes from the
perspectives of biological networks and
biochemical pathways. Diseases are resulted

from several genes mutation or abnormal
expression. The exploring of these
relationships requires tremendous biologic
and medical experiments which cost lots of
money and time. With growing scale of
biological and medical data by high
throughput techniques, we want to develop a
highly efficient method through the statistical
analysis based on the association networks of
genotypes and phenotypes. It will provide a
systematic framework for investigating the
interdependence of genes and phenotypic
features. With the research and development
of analysis methods in this long term project,
it can also speed up the research speed of
drug discovery and enhance the reliability of
new drugs and therapies. This method will be
of great use in many biological and medical
studies. In this long term project, we plan to
develop statistical learning methods for the
network analysis of biological studies in yeast
and medical investigation of human diseases
with collaborators.
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The goal of this project is complete and the research results are profound.
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The research results are published by international journals that are important
journals in this research area.
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The associations between gene networks and phenotypic patterns are very
important to understand the effects of biological networks and their functions.
We have proposed new methods to perform statistical analyses. The applications
are demonstrated in many biomedical studies. These results reveal that we can
utilize these new methods to explore more deep structures and their functionalities.
Consequently, the research results build a very good foundation for further

investigations and broad applications to both statistics and biomedical
communities.




