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Fast Radix-¢ and Mixed-Radix
Algorithms for Type-1V DCT

Han-Wen Hsu and Chi-Min Liu

Abstract—This letter proposes a fast radix-q algorithm to com-
pute type-IV discrete cosine transform (DCT) of the length g*,
where q is an odd positive integer. The proposed fast radix-q al-
gorithm has merits in computational complexity, parallelism, and
numerical stability over existing algorithms. Furthermore, the fast
radix-q algorithm is used to develop the fast mixed-radix type-II/
type-IV DCT algorithm for composite lengths.

Index Terms—Fast mixed-radix DCT algorithm, fast radix-q
DCT algorithm.

1. INTRODUCTION

HE type-IV discrete cosine transform (DCT-1V) is the

fundamental module in the efficient computation of the
lapped orthogonal transforms and cosine modulated filter banks
known as modulated lapped transforms (MLTs) [1] or modified
discrete cosine transforms (MDCTs) [2]. In the literature, there
exist various fast radix-2 algorithms for type-II DCT (DCT-II)
and type-III DCT (DCT-III) [3], [4]. The fast radix-q algorithms
for the DCT-II/DCT-III computation have been also developed
and extended to the fast mixed-radix algorithms for composite
lengths [5], [6]. On the computation of DCT-IV, we can con-
sider the four existing approaches [7], which convert DCT-IV
into DCT-II or DCT-III, and then apply the associated fast al-
gorithms through the four matrix product representations

cY =rc{p=Dp"'ci'D,L7t = DTl L
=L HTDi ey (DHT (1

where diagonal matrices D and D; of order N are defined
by diag{2cos(n(i + 1/2)/2N)|i = 0,1,...,N — 1} and
diag{1/2,1,1,...,1}, respectively, lower triangular matrix

L is defined by the serial computation: [yg, y1, - - - ,yN_l]T =

Llzg,21,...,an_1]"= [0/2, 51 — yo, T2 — Y1,..., TN_1 —

yN 2L and the DCT II/DCT-III/DCT-IV matrlces are defined
1

= cos(m(n+1/2)k/N)/ (CHI)n o= cos(mn(k+
1/2)/N)/ (C”’)n = cos(m(n+1/2)(k+1/2)/N),for0 < k,
n < N — 1. However, the fourimplementation methods indicated
in (1) involve either serial computations or reciprocal cosine co-
efficients which result in large dynamic ranges. Therefore, these
DCT-1I/DCT-1II-based fast algorithms have limitation in im-
plementation. This letter proposes a fast radix-q algorithm for
the DCT-IV computation with merits in parallelism, numerical
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stability, and computational complexity. Moreover, composite
lengths have been used in several practical applications, such
as the 12/36-point MDCT in MPEG-1/2 Layer-III (MP3) audio
coding. The proposed radix-q algorithm is extended to the
fast mixed-radix DCT-II/DCT-IV computation for composite
lengths. Both the proposed radix-q and mixed-radix algorithms
are examined on the merits in various transform lengths.

II. FAST RADIX-¢ ALGORITHM FOR DCT-1V COMPUTATION

We begin with the scaled DCT-IV (SDCT-1V) defined as
N-1
Vi=v2: Y wucos®),, k=01,....N-1 (2

where <I>Nk denotes w(n + 1/2)(k + 1/2)/N. For the case of
the length 1, DCT-IV requires one multiplication, but SDCT-IV
requires no multlphcatlon Let the sequence length NV be a mul-
tiple of ¢ that is an odd positive integer. Equation (2) can be
partitioned into g superpositions by grouping the terms with the
same indices under the module ¢ as

N/q—1

Yk :\/5 Z ll?qn+(q,1)/2COS(I’£Xéq

(¢=3)/2N/q-1

+ \/_ Z Z Lgn+m COS (an+m k

m=0

(¢—3)/2 N/(I 1

+\/_ Z Z x‘l”'ﬁ‘q—l—mCOS(I);]]YrI,+q—1—m,k'
m=0 n=0
(3)

Combining the second and the third terms of (3)
and using the trigonometric identity cos(a + b) =
cos(a) cos(b)— sin(a) sin(b), we obtain
(¢=3)/2
Yi = Ak + Z (CF cos 6%,/& + S} sin @,Jxk) 4

where

N/q—1
Ak—\/— Z :L'qn+(q 1)/2(208(1) /q (5)
n=0
N/q—1
or =v2 Z (Tgntm + Tgntg—1-m) cosq)N/q 6)
n=0
N/q—1
Sm=v/2 Z (Tgntm — Tantq—1— m)51n<I>N/q @)
or, n=0
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N/q—1
SN/a-1-k =2 Z(_Dn(an+m_qu+q—1—m)
n=0

~cos<1>g’£q (8)

oN, = % <% - m> <k + %) )

(¢—3)/2, k=0,1,...,N—1.

Therefore, (4) consists of ¢ length-N/q SDCTs-IV defined by
(5)—(8). Furthermore, it can be shown that for any integer p

form=0,1,...,

A2pN/q+k :A2pN/q—1—k = (_1)pAk (10
Copn jgtt: = Copnjg—1-1 = (=1)PC}" (11)
SN Jatk = — Sopn jq—1-k = (=1)P S (12)

In order to save multiplications, utilizing properties (10)—(12),
we form the two sequences U} and V} that are 1/2 of the sum
and difference of Y5, n /4% and Y, /41— in the following:

(¢—3)/2
UP = (—1)P Ay + Z (Citcos©) 1 + S sinO)) ;)
m=0

p(2m + 1)m
- cos ————
q
for p=0,1,....(q—1)/2, k=0,1,....Njg—1 (13)
(¢=3)/2
VP= > (Cp'sin®f , — Sptcos O )
m=0
. p(2m+ D)7
-sin ————
q
forp=1,2,...,(¢—1)/2, k=0,1,...,N/q—1. (14)

Similar to the strategy in [5], for each k, (¢ — 1)/2 multiplica-
tions are saved by moving the cosine coefficients to the outside
of brackets in (13) and (14) for each p, respectively. However,
the range of the angles ©Y , is from 0 to 7 /2, and the dynamic
range of tangent values is 1arge. To control the numerical sta-

bility, (13) and (14) are derived as
(a—3)/2
2 1
< AT cos w>
q

UL =(-1)P A+ Y Ti"-
m=0

forp=0,1,....(q—1)/2, k=0,1,....,N/g—1 (1)
(4=3)/2
. p(2m+ D)7
VP = Hm-< msmp—( >
1
forp=1,2,...,(q2 ) k=01,...,N/g—1  (16)

where we see (17) at the bottom of the page. In (17), the dynamic
range of the tangent and cotangent values is controlled within
the interval [0, 1]. The final SDCT-IV outputs are obtained from

Y, =UY, fork=0,1,...,N/qg—1 (18)
Yopn gk =UL + V55 Younjg—1-k = Up = V!
forp:1,2,...7(qg1), k=0,1,...,N/qg—1.
(19)

Equation (18) is obtained from the symmetry around k = —1/2
of DCT-IV output. For a length-¢* SDCT-1V, the decomposi-
tion must be repeated until the length of subsequences is one.
To obtain the output of DCT-IV or inverse DCT-IV, N multi-
plications are required for the scaling operations. By absorbing
the scaling factors 6§, which are 1/ V2 and V2 /N for DCT-IV
and inverse DCT-IV, respectively, into the inside of the sum-
mations of (15) and (16), the number of scaling operations can
be reduced from N to N/q. To summarize, the proposed algo-
rithm in (5)—(8) and (15)—(19) will be explained to have merits
in complexity, numerical stability, and parallelism.

III. FAST RADIX-3, -5, AND -9 DCT-IV ALGORITHMS

Based on the proposed fast algorithms, this section derives
and tunes the fast algorithms for radix-3, radix-5, and radix-9
DCT-IV computation. For k = 0,1, ..., N/q—1, the arithmetic
costs for radix-¢ SDCT-IV computation are listed as follows:

1) ¢(g—1)/2 multiplications and (q — 1)?/2 additions in (15)

and (16);

2) q — 1 multiplications and ¢ — 1 additions in (17);

3) ¢ — 1 additions in (6) and (8) and ¢ — 1 additions in (19).
Totally, the numbers of multiplications and additions required
by the radix-q algorithm for length N SDCT-IV computation
are listed in Table I(a) and (b). For DCT-IV computation, addi-
tional N/¢q multiplications for scaling operations are required.
Let N = qA, the arithmetic costs for DCT-IV are listed in Table
I(c) and (d). In general, a lower computational cost than that in-
duced from Table I(c) and (d) can be achieved by rearranging
the operation factors. Also, the optimization of the initial case
for small length-g SDCT-IV can reduce the overall complexity.
In the following, the cases of ¢ = 3, 5, and 9 are examined in
detail.

A. N =3
As ¢ = 3 and p = 1, one multiplication is saved for a trivial
factor cos(mw/3) = 0.5 in (15). Also, if N is odd and k* =
(N/3 —1)/2, it implies ©F, = 7/6 and
1 3
Ao+ 10 ) 4 Voo
2 2
1 V3
YZN/3+Ic* = - (Ak* + 55&) + 7018* 2n

Vi = (20)

(22)

Equations (20)—(22) require one multiplication and four addi-
tions; thus, three multiplications and two additions are saved.
Hence, from Table I(a) and (b), the nontrivial arithmetic costs

_ Q0
Yon/3—1—k+ = Sge — A

(AR T3 HY) =
PIRHE A (aney

m,k>’

(cos 6;\;,1@: Cm + S tan O
Oy cot O + Sy Ot = Sy cot OX ), if O, >

m, k>’

Cptan®X , - 57, O, < -

ENERNE
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TABLE I
ARITHMETIC COSTS LIST

Mgy (N) As (N
=qMyw (Nig)+(g-1)(g+2)2-Nlg | (8) =q4s w(WNig)+(g-1)(g+5)2:Nlg | ®)

M (Ny~(g-1)(g+2)/(2q)-Nlog,N+Nig | (c) | A (NY=(g-1)(g+5)/Q2g)-Nlog,N )

My w(NyF=3Ms. iy (NI3y+ANI3-3,N > 1 | (e) | Asw(N) = 345 v (N/3+8N/3-2, N>1 | ()

My(NyF-Ms 5 (NJENI3HL, N> 1 (8) | Msr(Ny=5M i (NISY+11N/5, N >1 (0]

Asy(N=54s py (NISYH2INIS, N>1 | () | My(N) =My (N) + NI5, N> 1 @

M 7 (NY=9Ms. 7 (NI9Y-20NI9-3, N>9 | (&) | Ag 17 (N)=0A5 1 (NIOY+53NIO +1, N>9 | (O

MyNFMyy NN/, N> 9 (m)

My Ny=My (NI2y+ My (NI2) () | My (Ny=2M; (NV2)+3N72 ©)

Ay (N)=Ag (NI2)+ Ay (NIZ)+N ® | A (N)=24, V/2)+5N/2-2 @

My (N)=2My (N/2)+N/2, N>q © | Ar(N)=24,(N/2)+3N/2-1, N>q ®
TABLE 11

ARITHMETIC COMPLEXITY COMPARISON FOR DCT-IV OF N = ¢*

The proposed algorithm DCT-II-based algorithm
g MpN), N>g Mnda) MpN), N> g Mndq)
3 | 4/3Nlog; N-7 Ni6+5/2 3 | 4/3-Nlog; N-17Ni18+ 3/2 4
5 | 11/5NogsN 11 | 11/5-MogsN-7N/10+ 3/2 9
7 | 27/7- Nloga N+ N#7 28 | 27/7-Nlog;N-Ni2+3/2 25
9 | 20/9- NlogyN-59N/72+11/8 16 | 23/9-NlogoN-7 Ni8+15/8 17
q ApN), N>q Anlg) Ap(N), N> g Andg)
3 | 8/3-NMogsN-N +1 6 | 8/3-NlogzN-7Ni9+1 6
5 | 21/5-NlogsN 21 | 21/5-NlogsN-N+1 17
7 | 36/7-Nlog; N 36 | 36/7-Nlog; N-N+1 30
9 | 53/9-Nloge N -103/72-1/8 40 | 50/9- NlogoN-N+1 42

required for SDCT-IV computation are listed in Table I(e) and
(f), where the initial values are Ms_jv (1) = Ag.rv(1) = 0.
The corresponding DCT-IV multiplicative complexity is given
in Table I(g), where the number of scaling multiplications is two
for (20) and (22) instead of one.

B. N =5*
As q = 5, applying cos 4w /5+1/2 = — cos 27 /5 to (15) for
p = 1 and 2 gives
1 1 0 0 1 27
Uk = —Ak =+ §Bk + (Bk — Bk) COSs ? (23)
1 2
U = A = 5Bi + (B} — B}) cos ?” (24)
where B = C" cos ON k—]—SmsmG) g form = 0, 1.

Equatlons (23) and 24) requlre one multlphcatlon and five
additions instead of four multiplications and four additions;
thus, three multiplications are saved but one more addition is
required. Hence, according to Table I(a) and (b), the nontrivial
arithmetic costs required for SDCT-IV are listed in Table
I(h) and (i). The corresponding DCT-IV multiplicative com-
plexity is given by Table I(j), where the scaling factor § can
be absorbed into B} as C}' -6 cos O m.k T SE - Osin @N
For the initial case N = 5, using sin / 10 = cos2w/5 and
cosm/10 = sin 27 /5 in (16) gives

Vi =a-sin? = —b-sin® = (25)
5 5
2

V2 =(a—b) - sin = sin — (26)
J J

where a = C§ — 5§ cot £ and b = C cot Z& — 5.
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C. N =09

For ¢ = 9, applying the relations cos7/9 = cosdm/9 +
cos2m/9 and sinw/9 = sin4w/9 — sin 27/9 to (15) and (16)
for each p gives

U,?:ak—}—bk

U,S’:—ak—i-bk/Q

U,f:ck—l—dkcos——ekcos‘gT

U,? = ¢ — dj cos 55 + e Cos § 27
U,i :—ck+dkcos—+ekcos%

Vk _Ek+fksin—+gksin
V2 = E} + frsin Z& — g sin 4;
Vk4 = —E1 + frsin 4—” — gk sin g (28)
VP = ey - 57+ B
where for k = 0,1,...,N/9 — 1, we define

ak:Ak+B;;bk:B,2+B,§+B,f’;;c:Ak—%B,1;
di = By — Biser = B — Bis fi = ER + By
gk—Ek-l-Ek,Ek—Hk Aksm;r
E"=C"sin®Y , — Sm cos@mk, =0,2,3;
B =C" cos@mk—}—Sk sm@mk, =0,1,2,3.

By the strategy adopted in [5, App. C], computing (27) and (28)
requires only 20 multiplications and 37 additions for each k.
Furthermore, if N is odd, it implies that 911\77 . = /6 ask* =
(N/9 —1)/2 and m = 1, and thus

1
B} = ﬁo,; + —S,L (29)
1.V3 1
E} = 55 CL) — 1(25,1* + Si.) (30)

which require only one multiplication and three additions.
Hence, three multiplications are saved, but one addition is
wasted. On the other hand, 16 additions used in (6)—(8), and
(19) should be counted. For the scaling operations of DCT-IV,
it requires one more multiplication as (31) and (32) given by

1
6BL. = 5?0;* + 555,1* (31)
6F}. = %(5?0,1*) - 3(255,1* +6SE). (32)

In summary, the nontrivial arithmetic costs required for the
SDCT-IV are listed in Table I(k) and (I). The initial cases are
Ms_rv(9) = 12 and As.rv(9) = 40 that are derived from the
radix-3 algorithm. Thus, the corresponding DCT-IV multiplica-
tive complexity is given by Table I(m) with My (9) = 16 that
are derived from the radix-3 algorithm.

IV. COMPARISON ON PARALLELISM, NUMERICAL
STABILITY, AND ARITHMETIC COMPLEXITY

A. Parallelism and Numerical Stability

Each DCT-II-based algorithm for DCT-IV computation
illustrated in (1) involves either serial computations or re-
ciprocal cosine coefficients. However, the proposed radix-q
algorithm avoids reciprocal cosine coefficients, especially due
to the mechanism in (17), and has good numerical stability.
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Moreover, if the latency of hardware implementation is con-
sidered, the length of the critical path of the DCT-II-based
algorithm involving the serial computation is N because
of the recursive computation for matrix L. The unit of the
length is one multiplication or addition operation. For the
proposed radix-q algorithm, the length of the critical path is
ceiling{log,[(¢ — 3)/2]} because of the summation in (15).
This result shows the critical path of the proposed radix-q
algorithm is significantly shorter than that of the DCT-II-based
algorithm involving the serial computation.

B. Arithmetic Complexity for N = ¢*

By (1), any DCT-IV can be computed through a fast DCT-II
algorithm with additional N multiplications and N — 1 di-
visions. Table II compares the arithmetic complexity of the
proposed DCT-IV algorithm and the DCT-II-based algorithm,
where the matrix decomposition is C{Y = LCL D, and the
fast DCT-II algorithm of the length N = ¢* is adopted from
[5]. The proposed algorithm not only is free from the serial
computation and numerical instability but also achieves a lower
arithmetic complexity than the DCT-II-based algorithm for
q = 3 and 9.

C. Fast Mixed-Radix DCT-1I /DCT-1V Algorithm

For composite lengths, i.e., N = 2% . qi\l . qé\z ceee g,
for odd integers 0 < ¢1 < g2 < --- < ¢, and any nonnega-
tive integers A%, A\, ..., A", DCT-IV can be computed through
the fast DCT-II algorithm given by (1). However, the proposed
radix-q algorithm can be flexibly combined with the existing fast
DCT-II/DCT-IV algorithms for composite lengths to achieve
the better performance.

1) Radix-2 DCT-1I/DCT-1V Algorithm: Let the length N
be even. The illustrated radix-2 DCT-II/DCT-IV algorithms
consists of Wang’s and Britanak’s algorithms that are expressed
as [8, eq. (50)] and [6, eq. (16)]. The radix-2 DCT-II/DCT-1V
decomposes length-N DCT-II and DCT-IV into a length-N/2
DCT-II and length-N/2 DCT-IV or two length-N/2 DCTs-II
without serial computations and reciprocal cosine coefficients.
The complexity expressions are listed in Table I(n)—(q). By
combining the proposed radix-g DCT-IV algorithm with the
existing radix-2 DCT-II/DCT-IV algorithm and the existing
radix-g DCT-II algorithm [5], the proposed mixed-radix algo-
rithm for DCT-II/DCT-IV computation can achieve the merits
in parallelism, complexity, and numerical stability.

Fig. 1 compares the number of multiplications per input
sample for DCT-IV with N = ¢ x 2* and shows the efficiency
of sequence lengths other than a power of two.

2) Comparison of N = q x 2*: The fast computation of
DCT-II with composite length ¢ x 2* can be realized through
the radix-2 [3] and radix-q [5] algorithms. The associated arith-
metical costs are listed in Table I(r) and (s). Table III lists the
arithmetic complexity reduction of DCT-II and DCT-IV when
q = 3 and 9 by comparing the proposed mixed-radix method
and the DCT-II-based method. The result shows the introduc-
tion of the proposed radix-q algorithm for DCT-IV computation

NONGOWN
4
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Fig. 1. Multiplicative cost of DCT-IV by the proposed method for N = ¢x2*.
TABLE III
ARITHMETIC COMPLEXITY REDUCTION
q=3 DCT-IV DCT-II q=9 DCT-IV DCT-IT
— N x + x + N x + x +
12 2 8 0 2
24 2 3 36 2 4 2
48 6 72 2 4 6
96 10 1 144 6 12 5 10
192 22 21 288 10 20 1 22
384 42 43 ( 576 22 44 2 42
768 86 ) 85 ( 1152 | 42 84 4 86
1536 | 170 0 171 0 2304 | 86 172 85 170

improves not only the computation of DCT-IV but also that of
DCT-II for the two cases due to the more efficient computation
of length-3 and length-9 DCTs-1V.
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