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Abstract

This project is a subproject of an integrated project. Its does research in transmission
signal processing technologies for wireless communication. The research conducted in this
project can be divided broadly into two parts: algorithm research and digital signal
processor (DSP) software implementation research. The topics addressed include
bidirectional relaying techniques, IEEE 802.16 uplink ranging techniques, IEEE 802.16m
multi-input multi-output (MIMO) transmission techniques, DSP software implementation of
IEEE 802.16m initial downlink synchronization technique, and DSP software
implementation of IEEE 802.16m channel estimation technique. Of these topics, the first
three pertain to algorithm research and the last two pertain to DSP software implementation
research.

Concerning relaying techniques, we study a bidirectional relaying method which can,
effectively, let the weaker transmitter share the transmission power of the stronger
transmitter. In IEEE 802.16m uplink ranging techniques, we study the corresponding
specifications, algorithms, and performance. In IEEE 802.16m MIMO transmission
techniques, we also study the corresponding specifications, algorithms, and performance. In
DSP software implementation of IEEE 802.16m initial synchronization technique and IEEE
802.16 channel estimation technique, we base the work on our past algorithm research
results. The DSP implementation employs fixed-point computation and we also conduct

code optimization, both for the benefit of execution speed.

Keywords: Orthogonal Frequency-Division Multiple Access (OFDMA), Orthogonal
Frequency-Division Multiplexing (OFDM), Relay, Ranging, Multi-input Multi-output
(MIMO), Synchronization, Channel Estimation

II



P 4% Table of Contents

= B BIAR A T ettt 1
IO B P BBEEITIT T e 3
= ~IEEE 802.16m F {7 RIEEBLITET F oottt 8
w ~ [EEE 802.16m % $f & » TR ATFT § oo 13
7 ~ IEEE 802.16m 47 4" {7 Ir ) HiiFz. B 5L AT B AT AT T o 21
= ~ IEEE 802.16m i if 53X Hitrz. e 5 e BT T T e, 37
SR B }f?e .......................................................................................................................... 54
NN 2 B e B B ettt ettt et eren 55

III



- R

BRE QPR SRR o ERVR R G IR S UR IR P (ITU-R) >
Emat AT e AA4G)F #id HEE IMT-Advanced 3+ 4 15 » L 514 — L Ap Bl
SRR IUP o F S o P SRR R st - R P - Rk o nd R
KB RAFAE 0 ATILipE 0 P B RS e S B 58k %4 IMT-Advanced 152
ot B P a i & ik H P?%{IEEE 802.16m 1 ¥ @ (task group)fr% = it {7 %
Wy 5 (B3GPP) L i £ 474F B (LTE-Advanced) ® 48 - 22 % g s him 3 > A B
IR P BBEATRERE B aoRiEe 50 A ﬁig?J 41~ (multi-input multi-output,
MIMO) i?;ﬂi%]ﬂ,;tzfif ~ 1 Hic fm v (femtocell) & SLdhfbe ~ 12 2 7 M(relay) & sigbpre 2@ K&
g3 % VY AT T % A4 § 1 (orthogonal frequency-division multiplexing, OFDM)Z]
Fengges 7 % A4 § £ i 4 (orthogonal frequency-division multiple access, OFDMA)
¥ 4L 24 § & i3 (single-carrier frequency-division multiple access, SC-FDMA) -

AP - HEPEL P E ) AT RAUT L BRI e 2 o
Frppenil i - BLE > T2 AT EREAPRE 2 FlF o TR A KT A2
FE o WM 4oT o L £ Fig -1 H ¥ #07 1955 0 5 L AeF BABY 0 SR B A kA&
Lﬁ;ﬁ%],i‘a B2 VR RBEFEH o BY BS RS~ ¥& MS 2 BFehEH @A T mALE o
Fw > ABS RS~ 2 MS efp¥ti=% » MS» ¥ 11 % 5 RS m 2 i@+ BS(iz~ e
AP w TR f - S AR T BRI TR E P T (TRl ok ST
H)ew- 2 pfeiR it B rn FEA S - 25 EY Mo R ROER § i
7 R B S AF SR ST A P R BT MS S RS i b BS e ine f k Kk fe il (TS
A EBSY ERS et MSHR¥ G S X 28> @ 5@ BST ke 5 RS BiEn
#5.(%r downlink multiuser MIMO 4t + downlink coordinated multi-point [CoMP])2* I FF 3
Y28 % B RS @& &k e 5 ( 7 uplink multiuser MIMO #r + uplink CoMP) » * % i RS
TR B MS PR @R LA R RS B MS @ kgl 8 RS £
B @4z 7 i (T bidirectional RS # two-way RS) > ] 2 BSfr& MS* ¥ M r e &
RS @28, > m 2 RS» Ve & BSHrd MS BiX28 - Rm 11+ Bojfjeaid
TS Bp R RS BERAESFL e FHRET S E ] gAENT Y o BT
PpwuFgH B ERE > B SR ROEFREGE -

Sources

Destinations

Fig. 1-1. @& ﬁ%liﬁi%’t 7147 & B - # 7 BS = base station, RS = relay station, MS = mobile

station



PR G R B Y U LT E Rt R 43 5T U
BAL o AT FE Y AP R BIR o AP R G Lmé%m%ﬁm1k,?u§
@ﬁ%@ﬁ%ﬁﬁ@*@ﬁ%@ﬁ%%@ﬁﬁ$ogﬁﬁmpiﬁﬁmﬁhh,$%
5 BE AR AT o e i o

pﬁﬁﬁ%ﬁﬁ“"%*@iﬂW'éﬂﬂmE%NWWMAX G R g
% 0 23T AR WIMAX {8 [EEE 802.16m/Advanced WiMAX 1k 2 4] %
Gk 4 P A4 IEEES02.16m 5 AA L AT cHAT R F 7 A S & Wiy
- AFEEEY o - Ak :m%*u%,;as(])sp)ﬁgaa WA o d_,/ﬁﬂ;.z1 G o hatdgE
317 IEEE 802.16m ¢} 7 | g e 5 E @y B APAsg 7 IEEE
802.16m #p R =+ R ﬁE"fr7$g,]4' N .;i;»],:_m%ﬁg 2p 2k #E’F&g/ﬁﬁ/z R e
BE A5 ET T i o Al B AU B AT AT 2 6 0 ApRlies 7 IEEE

802.16m 44T {7 BTl if Bt BT BB AT BHHE L o PG
RpA PR 2y <% o A TEE Y O R L o

ARV 2 |t > MAIE R FER o

APFL-BoEYPFEOF o E o AFL g ARP o EPF A R AR
2 ] B 0 PR S E R ] e R % o A T AR R
€ Tl R E - BT l@‘j(:{i,{:’m‘mﬁﬂi‘ o ¥ — & mﬁﬂ“ﬁ:};% ¢ 3R
AE A E W) 2 4F 3T~ & 353 5L (peak-to-average power ratio, PAPR)#; 4 B irr
T AETN P MR B o pE T E 1Y & B =+ 3 (intercarrier interference, ICI)
wwﬁmﬁfﬁoﬁ¢”W%@m%®ﬂ%ﬁWP”§*ﬁﬂﬁﬁﬁF”°L—ﬁ@
&ymg;gp&%wwrﬁﬁ,é#g%@éz%ﬁ%ﬂﬂf\waﬂﬂdmhpm"¢%ﬁ'%@
Yo TR L S A de T TR ) B B S AIE BT AT~ R g Rt H
T A I BT R R

MNP L FHAAER DL 4@@%&\ Py o % - &idhEe ¢ M. % =
a3t IEEE 802.16m + {7 p[REHjis o % w & 3134 IEEE 802.16m % ﬂi.,,] AP U -
% 7 #3343 IEEE 802.16m 4= 4~ {7 e # H ez, Feo i 3 5 ad? BF Mo & 31# IEEE
802.16m i if HHHMZ AT T BFR e S 723 F I F LB R
?&féoﬁiiﬁiéd\iﬁ%iéﬁi’é}%°§$\$éé =% piFe

4



Z e BMERFEY
AGFAIEPFP TRA MR AR AL R AP RAA BT
;Z °



Virtual Sharing of Signal Power via
Fold-and-Forward Two-Way Relaying

Preliminary Draft

Abstract—We consider a two-way relay system where the two
terminal nodes may transmit signals to the relay simultaneously.
The relay “folds” the received sum signal and broadcasts the
result to both terminals for detection. We show that, with
asymmetric channel conditions between the two terminal-relay
links, the above operation can tip the error performance between
the two directions of transmission in a way that can be viewed as
effecting virtual sharing of the transmitter power of the better-
conditioned terminal by the worse-conditioned. This property
also has implication in transmission between terminals that are
subject to unequal power constraints.

Index Terms—Amplify-and-forward, physical-layer network
coding, two-way relay.

I. INTRODUCTION

There is much recent interest in applying the concept
of network coding to relay-assisted wireless communication.
Such coding permits simultaneous reception or transmission of
multiple signals at the relay, thereby significantly enhancing
the bandwidth efficiency. Some overviews can be found in
[1], [2]. One typical structure of such systems is illustrated in
Fig. 1, where two terminal nodes TO and T1 (which have no
direct link between them) send signals to each other via the
help of the relay node R.

Various network coding methods have been proposed for
two-way relaying, some operating in the digital signal domain
and requiring the relay to perform some sort of demodulation
and some operating in the analog signal domain. Of the
latter kind, the simplest merely asks the relay to amplify and
broadcast the received sum signal [1]-[4]. Each terminal node
can then retrieve the signal destined to it by subtracting a
copy of its own transmitted signal from the received broadcast
signal, an operation to some extent resembling decision-
feedback equalization. While being referred to as a kind
of physical network coding, this simple amplify-and-forward
(AF) approach deviates from the original XOR network coding
[11, [2], [5], [6] in one key aspect. That is, the XOR operation
in the original network coding keeps the alphabet size binary
whereas AF may double the peak signal amplitude (equivalent
to doubling the alphabet size in some sense); the latter could
mean 3 dB loss in power efficiency [2]. Note that it is the
modulo addition nature of XOR that keeps the alphabet size
in the original network coding from expansion. However,
to generalize this modulo concept to nonbinary modulations

This work was supported by the Wireless Broadband Communications
Technology and Application Project of the Institute for Information Industry
which was subsidized by the Ministry of Economic Affairs of the Republic
of China as well as by the National Science Council of R.O.C. under Grant
NSC 99-2219-E-009-010.

Yo =%+ X+ 1,

Vo=l % =1(v)  w=hg+n
Notes: —— Multiple access (MA) phase
=3 Broadcast (BC) phase

Fig. 1. System structure, where signal transmission between terminal nodes
T1 and T2 is carried out in two phases.

and arbitrary channel conditions is highly nonstraightforward.
Some studies in related veins are [7]-[10].

A recent work [11] proposes to have the relay forward
the absolute value of its received signal after suitable level-
shifting and scaling. It is shown that under fixed channels,
this can improve the overall error performance. Since taking
the absolute value of a signal can be viewed as a way of
“folding” the range of possible signal values (which is also
what a modulo operation does), we term the technique fold-
and-forward (FF) to allow for later generalization. In this letter,
we shed new lights on the analysis and design of this relaying
technique. In one aspect, we show that, in two-way relaying,
FF can tip the error performance in the two directions of
transmission in a way that can be viewed as effecting virtual
sharing of the transmitter power of the better conditioned
terminal by the worse conditioned. This property can have
interesting implications when the two terminals are subject to
unequal power constraints or asymmetric channel conditions,
such as that between a base station and a mobile station.

In what follows, Sec. II introduces the system model.
Sec. III discusses the case where both terminals transmit
binary signals. Sec. IV considers the case of higher-order
modulations. And Sec. V is the conclusion.

II. SYSTEM MODEL

Consider the two-way relay system shown in Fig. 1, where
z; (1 =0,1) is the signal transmitted by Ti, h; is the channel
coefficient between T7 and R, and n; is the additive receiver
noise at Ti. In the multiple access (MA) phase the relay
receives the signal

yr = hoxo + h1x1 + 1R 9]

where np is the additive noise at the relay. We assume that
both channel coefficients are known to all three nodes.
While the system can handle complex signals and complex
channel coefficients, due to space limit we only treat the case
of real x; and h; here. Hence let z; be an M;-PAM signal with
x; € {£1,43,...,£(M; — 1)}, and we refer to the overall
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Fig. 2. Noiseless received and transmitted relay signal constellations for
(2,2)-PAM and the corresponding source signal pairs.

modulation as (M, M7)-PAM. Without loss of generality,
assume hg > hy > 0. And define h = hq /hg. In the broadcast
(BC) phase, relay R broadcasts the folded signal 2 = f(yr)
to TO and T1. The folding operation and the detection methods
at the terminal nodes are described further later.

III. CASE WITH (2,2)-PAM

In the (2,2)-PAM case, we have zg,x; € {+1,—1}. In
absence of relay noise, the yr constellation consists of either
3 or 4 points, depending on whether h = 1 or h < 1.
We concentrate on the latter condition as the former can
be considered an asymptotic case of it. The four noiseless
received signal points at the relay are given by £ho £ hy. Let
the FF operation be given by (similar to [11])

fyr) = gr(lyr| — ho) )

where gp is a scaling factor to satisfy any transmission power
constraint of the relay and the subtraction of hg is to make
xR approximately zero-mean. The exact relation between g
and the relay transmission power will be given later.

The noiseless constellations of yr and xpr are illustrated
in Fig. 2, together with the corresponding source signal pairs
(2o, x1). The constellation for x i satisfies the “exclusive law”
[8], [9]; that is, given x( (resp. xi), different values of z;
(resp. xp) are mapped to different constellation points. Hence
both terminals can determine the other party’s transmission
unambiguously from the received BC signal of the relay, if
there is no noise. The detection method (in noise) at terminal

Te (¢ = 0,1) is given by
sgn(y;),

x:{ —sen(y,),

where 2; is the detected signal at Ti, with 0 = 1 and 1 = 0,
and sgn(-) is the signum function with sgn(0) £ 1.

if z; >0,
otherwise,

3)

A. Error Performance

For simplicity, assume that ng, n1, and nr are white Gaus-
sian (AWGN) with equal variance o2. Because the received
signal at either terminal contains two AWGN components,
it turns out that the effective decision boundaries and er-
ror regions for Ti can be conveniently depicted in a two-
dimensional plot as shown in Fig. 3, where the four black
dots indicate the noiseless received signal constellation at the
relay. In the figure, region I (shaded) applies to the error of
having #; = —z; when z; = z;, and region II that of having
Z; = x; when z; = —z;. (The decision boundary is the same
for all four signal points.) In contrast, the effective decision
boundaries under plain AF are as shown in Fig. 4, where g4
is the relay amplification factor under AF. For either TO or T1,
the thick solid line (resp. dashed line) indicates the boundary

n
I g.hh
A
WA ®

Fig. 3. Effective decision boundaries and error regions for (2,2)-PAM under
FF for terminal T%, ¢ = 0, 1.

Fig. 4. Effective decision boundaries for (2,2)-PAM under AF at terminals
TO (left) and T1 (right).

when the local transmitter emitted a +1 (resp. —1) in the
MA phase. For clarity, signal points associated with the solid-
line boundaries are indicated using solid dots, whereas those
associated with the dashed-line boundaries are indicated using
cross-hatched dots.

The qualitative difference in performance between FF and
AF can be gleaned without going to detailed mathematics
by comparing Figs. 3 and 4. For this, note that, in high
signal-to-noise ratio (SNR), the error probability of each signal
point is primarily determined by its distance to the nearest
decision boundary. For the sake of argument, let gr = g4
for now. Then, by comparing Fig. 3 with the left plot in
Fig. 4, we see that the detection error probabilities at TO (for
signals transmitted from T1) under both forwarding schemes
are similar. But they are different at T1 (compare Fig. 3 with
the right plot in Fig. 4), with AF claiming advantage over
FF because the former has a larger distance between each
signal point and its associated decision boundary. However,
if the relay is power-limited rather than gain-limited, then
we can have gr > ga because FF has a smaller relay
signal constellation than AF (see Fig. 2). Then the relative
performance of FF with respect to AF improves. In particular,
FF yields a better performance than AF at TO by effecting a
larger distance between each signal point and its corresponding
decision boundary. At T1, the relative performance of FF also
improves, but in many conditions (details omitted) still lags
that of AF. Compared to AF, therefore, FF may be viewed in
some sense as virtually robbing the detection performance of
TO signals (which are detected at T1) in favor of T1 signals
(which are detected at TO). Thus the title of this letter.

Employing the formulation proposed in [12], we obtain the
bit error rate (BER) under FF at Ti (for signals from T7) as

1
P =S(Pl+P) “

with

¢ 2

(1 +0:) Con
1 o e (5)
2'/T 0

m—(¢f — i) o
pl— i/ o~ 2% o
0



and
1 ﬂ-_(@’_d)in) _ vi(hy)

plr — = e 2sin20df
v 271' 0
1 T—(pi+oil) 1 (2hg—h1)
L e~ aamTo db, (6)
2 0

where P! and P!! stand for, respectively, probability of

declaring x; = —x; when z; = x; and that of declaring
x; = x; when z; = —x;, and
2*(grhi)? 1
i(2) = ————, ¢; = arctan , 7
() [L+ (grhi)?|o? ¢ rhi @
ho + hy ho — hy

¢! = arctan , ¢ = arctan (8)

grhihg grhiho

From the geometry shown in Fig. 3, we can also see that, in
high SNR,

€))

PF~Q ( hi(grhi) )

V14 (grhi)? on

where Q(-) is the Gaussian () function. In any case, P{ is

upper-bounded by two times the () function value above. On
the other hand, the BER at Tt under AF is given by

PA—Q ( hi(gahi) ) '
V1+(gahi)? oy

Comparing (9) with (10), we see that at TO, it may only
take a slightly greater gz than g4 to make FF perform better
than AF. At T1, some algebra will show that, depending on the
relation among hg, hi, and g4, it may or may not be possible
to make FF perform better than AF. As to the exact values
of g4 and gp, suppose the relay is subject to a transmission
power constraint Pr. Then the maximum allowed gains are
given by, respectively,

ga =/ Pr/Ey3], gr = \/Pr/E[(lyr| — ho)?]. (11)

With some algebra, it can be shown that

(10)

Elyz] = hi + hi+ o}, (12)
E(lyr| — ho)?]
ho + h
= h?+02+2h [(ho +h1)Q (“)
ho — h
+(hoh1)Q< 2 1)]
On
2 _ (hg+h1)? _ (hg=h1)?
—hoony/ = [ wh e R } a3
i

As a numerical example, consider a case where hy = 1,
h1 = 0.5, and Pr = 1. Fig. 5 shows the BER performance.
Theory and simulation results agree well. And the results show
clearly that, in comparison to AF, FF significantly raises the
detection performance of T1 signals (detected at TO) at the
expense of the detection performance of TO signals (detected
at T1). Averaged over the two, FF performs slightly better than
AF towards the higher-SNR end, in this example.

O FF simul., TO signal
FF theory, TO signal
O AF simul., TO signal
—— AF theory, TO signal
X FFsimul, T1 signal
10 "F{ = = = FF theory, T1 signal
+ AF simul., T1 signal
— — — AF theory, T1 signal
-5 | A FF simul., average
----- FF theory, average

10°}

BER

10

V AFsimul, average
— - — - AF theory, average
i

10°

; ;
0 5 10 15 20
Nominal SNR (10 log, (1/a2), dB)

Fig. 5. BER performance with (2,2)-PAM in AWGN at hg = 1, h; = 0.5,
and Pp = 1.
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Ye=~h-3n/ —h+hA\-h+3n, 7 h+h |

BB % 0O 00— —0—
_hn 0 h0
0= 1y Aakye-d T e
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Fig. 6. Two kinds of noiseless relay received signal constellation under
(2,4)-PAM. Top: separable; bottom: interwoven.

IV. CASE WITH HIGHER-ORDER MODULATIONS

With higher-order modulations, we need to distinguish be-
tween two conditions regarding the noiseless received signal
constellation at the relay: separable and interwoven. To see
what they are, note that, under (My, M;)-PAM, this noiseless
constellation is a “product constellation” of MyM; points.
(The points may not be all distinct.) The product constellation
may be divided into M, subconstellations, each associated
with a possible TO signal value, or M; subconstellations,
each associated with a possible T1 signal value. Each of
the above My (resp. M;) subconstellations contains signal
values in the range R,(;)) = [kho — (M7 — 1)hy,kho +
(My — 1)hq] (resp. R\ = [khy — (Mo — 1)ho, khy + (Mo —
1)ho]), where k& € {£1,43,...,£(My — 1)} (resp. k €
{£1,43,...,£(M; — 1)}). The separable case refers to the
situation where either any two such R'” have at most one

o &
point in common or any two such R;’ have at most one
point in common. (Such common points, if any, are end points
of some ranges.) Otherwise, the constellation is interwoven.
Fig. 6 illustrates the two conditions for (2,4)-PAM with A < 1.
For clarity, we distinguish the two Mj subconstellations in
each condition using solid dots and cross-hatched dots.

To address the interwoven condition would take much space.
Hence we only treat the separable case, which amounts to
assuming that & < 1/(M; — 1). In this case, we can fold
the product constellation into max(My, M) points while
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Fig. 7. Effective decision boundaries for (2,4)-PAM under FF at terminals
T1 (thick dashed line) and TO (all three thick solid and dashed lines).

satisfying the exclusive law so that colocated points are asso-
ciated with uniquely distinguishable signals at the terminals
[8], [9]. In fact, more than one workable folding method
can be conceived. Space precludes a detailed discussion.
However, for (2, M;)-PAM the method in (2) suffices. And the
noiseless transmitted signal constellation of the relay is given
by {kgrhi|lk = £1,43,...,... = (M; — 1)}. The detection
method at T1 can be the same as in (3) and that at TO can be

.| min(-3,max(3,2})), if zo >0, (14)
= min(—3, max(3, —2{)), otherwise,
where
it =2 [y/(29ph)] - 1, (15)

with [ ] being the ceiling function.

To illustrate the resulting performance, consider (2,4)-PAM
with the FF operation as given in (2). Then the effective
decision boundaries under FF are as shown in Fig. 7. Hence,
in high SNR, the symbol error rate (SER) at Tz (: = 0, 1) (for
signals from Ti) under FF is approximately given by

hi(grhi)
V 1+ (thi)2 On

where K(f =15and K f = 0.5. In contrast, that under AF
is approximately given by

Pl =KQ (16)

hi(gah;)
V 1+ (gAhz)2 On

where K§' = 1.5 and K{' = 1. We omit detailed derivation as
well as the expressions for the exact SER due to their length.
Nevertheless, we note that, for ¢ = 1, the equality in (17) is
exact because TO signals are binary.

Fig. 8 shows the SER performance for the condition hg = 1,
hy = 0.33, and Pr = 1. Again, theory and simulation results
agree well. And, in comparison to AF, FF again improves
significantly the detection performance of T1 signals (detected
at TO) at the expense of the detection performance of TO
signals (detected at T1), as discussed.

Pr=K}Q (17)

V. CONCLUSION

We studied the FF technique for two-way relaying. We
showed that, in asymmetric channel conditions, FF could tip
the error performance in a way that appeared like letting
the worse-conditioned terminal share the transmitter power of
the better-conditioned terminal virtually. Similar can be said
for the case where the two terminals are subject to unequal
transmitter power constraints.

-3

SER

10 O FF simul., TO signal

e = theory, TO signal
= = FF approx., TO signal
10*t O AF simul., TO signal
AF theory, TO signal
X  FFsimul., T1 signal
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troovo FE approx., T1 signal
+ AFsimul., T1 signal
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I

10"
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10°

Fig. 8. SER performance with (2,4)-PAM in AWGN at hg = 1, h1 = 0.33,
and Pr = 1. Curves marked “theory” give exact theoretical values, although
their expressions under FF are omitted in this letter.
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Study in Initial Ranging for IEEE 802.16m

Preliminary Draft

Abstract—We consider the uplink ranging specifications in
IEEE 802.16m and we study the associated uplink ranging
method. Simulations are conducted to evaluate the detection
performance.

I. INTRODUCTION

Initial ranging is the procedure where a mobile station
(MS) expresses desire to connect to a base station (BS). This
procedure is variously named in different systems. Whereas it
is termed initial ranging in IEEE 802.16m, such a procedure
is termed random access in the 3GPP cellular communication
systems.

During initial ranging, an MS transmits a ranging signal
according to the format and the opportunity provided by the
BS. However, due to motion and other reasons, it is likely that
the signal arrives at the BS with a time offset, a frequency
offset, or a power offset that is outside the allowed range
of operation. Upon detection of a ranging signal, the BS
may have to initiate a procedure for communicating with the
ranging MS to adjust these parameters and to acquire further
identity information regarding the MS.

The present study is concerned with the detection of initial
ranging signals. In what follows, Sec. II introduces the ranging
signal specifications of IEEE 802.16m. Sec. III presents the
proposed ranging signal detection method which also obtains
the timing of the detected signal. It will also present some
simulation results. Sec. IV considers carrier frequency offset
(CFO) estimation following detection of the ranging signals.
And Sec. V is the conclusion.

II. RANGING SIGNAL IN IEEE 802.16M

The ranging channel in IEEE 802.16m can be classified into
ranging channel for synchronized and non-synchronized MSs,
where the former is for so-called “periodic ranging” and the
latter is for initial access and handover. We consider the latter
only.

According to IEEE 802.16m, a physical ranging channel for
non-synchronized MSs consists of the ranging preamble (RP)
with length of Trp depending on the ranging subcarrier spac-
ing A frp, and the ranging cyclic prefix (RCP) with length of
Trcp in the time domain, where Trp, A frp, and Trop are
some parameters. A ranging channel occupies a bandwidth
of one subband. The ranging channel has two formats as
described in Table I, where T}, Ty, and Af are some other
paramters, k1 = (Ngym +1)/2 and ks = (Ngym —4)/2, with
Ngym being the number of OFDMA symbols in a so-called
“advanced air interface” (AAI) subframe. In our work, for
simplicity, we let T, = 1024, T, = 128, Af = 10.9375 kHz,
and Ny, = 6, which are a proper set of values under IEEE
802.16m.

TABLE I
RANGING CHANNEL FORMATS AND PARAMETERS
Format No. Trcp Trp ANfrp
0 k1 X Ty + ko X Ty 2x Ty Af/?
1 35X Tyg+7TxT, | 8xTy, | Af/8
1 AAI subframe

A
Y

Ranging channel for non-synchronized AMSs

Fig. 1. Ranging channel allocation in AAI subframe [1, Fig. 570(a)].

Ranging channel for non-synchronized AMSs is allocated
in one or three uplink (UL) AAI subframes for format O or
format 1, respectively. Format 0 has a repeated structure as
shown in Fig. 1. The transmission start time of the ranging
channel is aligned with the UL AAI subframe start time at
the AMS. The remaining time duration of the AAI subframes
is reserved to prevent interference between the adjacent AAI
subframes.

For initial ranging, each MS randomly chooses one of the
ranging preamble codes from the available set of ranging
preamble codes specified by the BS. These codes are Zadoft-
Chu sequences. The pth ranging preamble code x,(k) is given
by
’/‘p'k‘(k‘-i-l)—FQ'k‘-Sp-NCS

Nrp

where Ngrp, rp, sp, and Ngg are some parameters. Based on
the IEEE 802.16m specifications, we have Npp = 139. For a
detailed definition of the other parameters, we refer to [1].

zp(k) = exp(—j - 7 ), (D)

III. RANGING SIGNAL DETECTION AND TIMING
ESTIMATION

Fig. 2 shows the overall UL transmitter and receiver system.
W assume that there may be more than one user transmitting
ranging signals at the same time. The receiver at the BS will
collect 4096 samples of the received signal located in the
middle of a subframe as shown in Fig. 3. We add the first
2048 points to the latter 2048 points together to get r(n).
This is because the ranging signal has a two-times repetition
structure as shown in Fig. 1. After the timing offset estimation
and ranging code detection blocks, the output contains the
information of detected codes and estimated timing offsets.
Details of these blocks are described below.

We assume that the BS allocates u possible ranging codes,
where u = 8. So the BS has to correlate each of these codes
with R(k) to determine if any of them is present and, for each



channel

x_spl(1:2048)

]

*_spl(2049:4096)

channel Sampler

-

-

|

|

|

|

|

|

I

|

Adder |

|

I

|

|

|

channel :
|

r(n)

Timing offset
estimation

FFT

|
|
|
|
|
|
|
|
|
|
|
|
|
|
(do the same thing as ¢ :
|
|
|
|
|
|
|
|
|
|
|
|
|

correlator1)
&
R: d
eFo ecion [
Yes
lNo
Receiver
b ]
Fig. 2. Uplink transmitter and receiver system.
6912 -
— - - -~
MO, L e e e e e ——
Ranging o I
user] 0 000...0
Ranging n
el P g
1472 2048 2048
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location of the 4096 samples taken by the BS receiver.

code that is present, its timing. This correlation is performed
in the frequency domain for equivalent performance with a
reduced complexity than time-domain correlation [2]. In this,
we first perform 2048-point FFT on 7(n) to get R(k). It is then
multiplied point-wise with each of the u possible frequency-
domain sequences C;(k) (: = 1,2,...,u) constructed from
the usable ranging codes. Recall that a ranging code is a 139-
sample sequence. Therefore, each 2048-point sequence C; (k)
contains 139 nonzero points that hold one Zadoff-Chu ranging
code at the subcarriers specified by the BS for ranging use. The
remaining 1909 subcarriers are all zero. Each of the 2048-point
product is subject to a 2048-point IFFT. The results after IFFT,
denoted U;(m), consist of 2048 complex values each. In a
noiseless and interference-free situation, each U;(m) for which
code i is present would be a bandpassed version of the wireless
channel response. Otherwise, it would be null. In noise and
interference (particularly that due to nonorthogonality between
the ranging codes), the above conditions will not hold. But
we can nonetheless use U;(m) for code and timing detection.
Specifically, the norm operation (i.e., taking the absolute value)
is performed on each point of U;(m). The norm values are
used for code detection and timing offset estimation.
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Fig. 4. Simulated miss detection probability in AWGN versus theory.

False Alarm Analysis Compared to the Simulaton Results in the AWGN channel
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Fig. 5. Simulated false alarm probability in AWGN versus theory.

We detect the presence/absence of a code by comparing
|U;(m)| to a threshold. The threshold has to be chosen accord-
ing to the desired performance in miss detection probability
and false alarm probability. The setting of such a desired
performance has to do with overall wireless system design
and is outside the scope of the present study. Suffice it to
say that a higher detection threshold results in a higher miss
detection probability but a lower false alarm probability. The
contrary holds for a lower detection threshold.

We conducted some analysis on the relation between the
detection threshold and the two probabilities based on the
assumption that the inter-ranging code interference is Gaus-
sian. The detailed analysis is not reproduced here. Figs. 4 and
5 show some simulated results on miss detection probability
and false alarm probability in additive white Gaussian noise
(AWGN) and compare them with theory. We see that the
theoretical results provide a rather conservative prediction of
the detection performance due to the Gaussian assumption on
interference, which is an inexact model of the actual situation.
Nevertheless, the shapes of the theoretical and simulated
performance curves are quite similar and they appear to be
horizontal translations of each other.

We now turn to look at the performance in timing es-
timation of the ranging signals. Figs. 6 and 7 show some
simulation results with different number of ranging signals
from different users occupying the same ranging channel, with
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of ranging signals occupying the same ranging channel.

all users’ wireless channels being AWGN or SUI3 [3]. (The
SUI wireless channels were originally developed for fixed
wireless access studies. But they have been used for mobile
radio studies by imposing a greater Doppler spread on their
channel multipaths.) The performance in different wireless
channel conditions show similar general trends, although they
are different in details. We see that, even with three ranging
users in one ranging channel, the root-mean-square (RMS)
timing error is still under two sample, which appears accurate
enough for practical application.

Now consider a case where there may be one, two, or three
users transmitting ranging signals in the same ranging channel,
but the multipath wireless channels of the users are different.
Fig. 8 shows some results, where TU stands for the 6-path
typical urban channel [4, ch. 2]. In this case, the performance
is worse than in the previous two cases. But the maximum
RMS timing error (which occurs with three users transmitting
ranging signals in the same ranging channel) is still under four
samples down to approximately —15 dB of signal-to-noise
ratio (SNR), which appears sufficiently good for application.

IV. CARRIER FREQUENCY OFFSET ESTIMATION

After detection of the ranging signals and estimation of
their timing, we proceed to estimate their CFOs. This is so
that the BS may feed this information back to the MSs for
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Fig. 9. Proposed multiple CFO estimation method.

carrier frequency adjustment. As there may be more than
one ranging signals occupying the same ranging channel, we
propose an iterative method for CFO estimation based on
parallel interference cancellation. The method is illustrated in
Fig. 9. It is motivated by [5].

Note that, in the UL, we expect the ranging signals are
only subject to fractional CFO (where the CFO normalized
to the subcarrier spacing is a fractional number). This is
because before the MS attempts ranging, it has to have already
executed an initial downlink (DL) synchronization procedure
to acquire the ability to receive DL signals from the BS.

In Fig. 9, sgm) (n) denotes the interference-cancelled version
of the ith ranging signal after the mth iteration. In each
iteration, the CFO of the ith ranging signal is estimated as

. 1 x ;
E; = _271-42%(”)% (n—}—N)’ ) 1,2,...,@,

2)

where () is the number of ranging signals and y;(n) is the
interference-cancelled received signal.

Fig. 10 shows some results of the estimation performance
with all ranging signals in AWGN. The MSEs for all three
ranging signals (users) decrease linearly with increasing SNR,
which appears intuitively reasonable. Fig. 11 shows some
results with the ranging signals experiencing different wireless
channels. The performance becomes worse than that in AWGN
(which may be intuitively expected) and channel-dependent
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Fig. 11. MSE of CFO estimation in AWGN, where normalization is with
respect to subcarrier spacing.

(which may also be intuitively expected). In any case, the
MSE can be smaller than 1% of the subcarrier spacing (i.e., its
square root being smaller than 10% of the subcarrier spacing)
even with a very low SNR.

Concerning the convergence speed of the iterative estima-
tion method, simulations show that it converges in several
iterations. Fig. 12 shows one set of results for a very low
SNR (—19 dB). In a higher SNR, the convergence can be
even faster.

V. CONCLUSION

We have studied the ranging specifications of IEEE
802.16m. We proposed a ranging signal detection method
which can also detect the timing of the received ranging
signals. In addition, we proposed a method for estimating
the carrier frequency offsets of the received ranging signals.
The performance of these methods has been investigated with
computer simulation. It was shown that we could still attain
a reasonable level of performance even if multiple ranging
signals were transmitted in the same ranging channel.
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Study on Precoding and Equalization for the Spatial
Multiplexing Mode of IEEE 802.16m

Preliminary Draft

Abstract—We focus on precoding and equalization for the
spatial multiplexing mode of IEEE 802.16m closed-loop MIMO.
In IEEE 802.16m MIMO systems, the precoding matrix is
computed at the receiver, and then fed back to the transmitter.
To reduce the fed back datas, only preferred matrix index is
fed back. The preferred matrix index is selected from a subset
of precoder called codebook defined by IEEE 802.16m. We
based on zero-forcing (ZF) and minimum mean square error
(MMSE) equalizer to design the selection method to select the
best precoder. We proposed MMSE-Based and MaxminSNR-
Based method. MMSE-Based method finds the precoder has
the minimum mean square error. MaxminSNR-Based method
finds the precoder that maximizes the minimum SNR of the two
antennas. This method has to calculate each precoders antenna
SNR. Then, we select the appropriate one to transmit back. We
will compare with SVD-based and optimal precoder.

I. INTRODUCTION

Orthogonal frequency division multiple access (OFDMA)
has emerged as one of the prime multiple access schemes for
broadband wireless networks. Some major examples are IEEE
802.16 Mobile WiMAX, IEEE 802.20 and 3GPP LTE. As a
special case of multicarrier multiple access schemes, OFDMA
exclusively assigns each subchannel to only one user, eliminat-
ing intra-cell interference. In frequency selective channels, an
intrinsic advantage of OFDMA is its capability to exploit the
so-called multiuser diversity provided by multipath channels.
Other advantages of OFDMA include finer granularity and
better link budget [12]. OFDMA can be easily generated using
an inverse fast Fourier transform (IFFT) and received using a
fast Fourier transform (FFT).

The IEEE 802.16 standard committee has developed a
group of standards for wireless metropolitan area networks
(MANSs). OFDMA is used in the 2 to 11 GHz systems. The
IEEE Standard 802.16-2004 was for broadband wireless access
systems that provide a variety of wireless access services to
fixed outdoor and indoor users. The 802.16e was designed
to support terminal mobility with a speed up to 120 km/h
[15]. The last two standards have now been combined in IEEE
802.16-2009.

In response to International Telecommunication Union Ra-
diocommunication Section (ITU-R)’s plan for the fourth-
generation mobile communication standard IMT-Advanced,
the IEEE 802.16 standards group has set up the 802.16m
(i.e., Advanced WiMAX) task group. The new frame structure
developed by IEEE 802.16m can be compatible with IEEE
802.16e, reduce communication latency, support relay, and
coexist with other radio access techniques (in particular, LTE).
In the IEEE 802.16m working group, the high-level system
description and evaluation methodology are captured in [9].
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MIMO technologies again play an essential role in achieving
the ambitious target set, which requires the 802.16m system
to deliver twice the performance gain over a baseline 802.16e
system in various measures, including sector throughput, av-
erage user throughput, and peak data rate, as well as cell-edge
performance. Several new MIMO ingredients are proposed.
Noticeable ones are transformed codebook for beamforming
feedback, differential beamforming feedback, open-loop mul-
tiuser MIMO, and collaborative multicell MIMO [13]. We
study the MIMO architecture and signal processing technology
for 802.16m. In particular, we consider the zero-forcing (ZF)
equalizer and minimum mean-square error (MMSE) equalizer
approach wherein we employ the technique proposed in [2].
We follow [2] to introduce the ZF and MMSE equalizer with
channel feedback selection problem.

This paper focuses on the precoding and equalization for
the spatial multiplexing mode of IEEE 802.16m closed-loop
(CL) multi-input multi-output (MIMO) systems. A problem
associated with precoding is that the channel state information
must be known at the transmitter. This may be difficult since
the bandwidth of the feedback channel is usually limited.
Thus, a codebook-based limited feedback precoding scheme
is generally used. The main idea is to quantize the precoding
matrix and feedback the index of the optimum precoder. We
propose two methods to select the best precoder from a finite
set of precoding matrices and we will compare with two other
methods.

II. INTRODUCTION TO IEEE 802.16M

We introduce the IEEE 802.16m basic frame structure and
MIMO transmission mechanism. Much of the material is taken
from [10].

A. Frame Structure

The AAI basic frame structure is illustrated in Fig. 1. Each
20 ms superframe is divided into four 5-ms radio frames.
When using the same OFDMA parameters with channel
bandwidth of 5, 10, or 20 MHz, each 5-ms radio frame further
consists of eight subframes for G = 1/8 and 1/16. There are
four types of subframes:

Type-1 subframe consists of six OFDMA symbols.
Type-2 subframe consists of seven OFDMA symbols.
Type-3 subframe consists of five OFDMA symbols.
Type-4 subframe consists of nine OFDMA symbols.
This type shall be applied only to UL subframe for
the 8.75 MHz channel bandwidth when supporting the
WirelessMAN-OFDMA frames.
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Fig. 1. Basic frame structure for 5, 10 and 20 MHz channel bandwidths

(Fig.466 in [10]).

The basic frame structure is applied to FDD and TDD
duplexing schemes, including H-FDD MS operation. The
number of switching points in each radio frame in TDD
systems shall be two, where a switching point is defined as a
change of directionality, i.e., from DL to UL or from UL to
DL.

B. Downlink MIMO Architecture and Data Processing

The architecture of downlink MIMO at the transmitter side
is shown in Fig. 2. The MIMO encoder block maps L MIMO
layers (L > 1) onto M; MIMO streams (M; > L), which are
fed to the precoder block. For the spatial multiplexing modes
in SU-MIMO, “rank” is defined as the number of MIMO
streams to be used for the user allocated to the Resource Unit
(RU). For SU-MIMO, only one user is scheduled in one RU,
and only one forward error correction (FEC) block exists at the
input of the MIMO encoder (vertical MIMO encoding at trans-
mit side). For MU-MIMO, multiple users can be scheduled in
one RU, and multiple FEC blocks exist at the input of the
MIMO encoder (horizontal MIMO encoding or combination
of vertical and horizontal MIMO encoding at transmit side,
which is called multi-layer encoding). The precoder block
maps MIMO stream(s) to antennas by generating the antenna-
specific data symbols according to the selected MIMO mode.
The subcarrier mapper blocks map antenna-specific data to the
OFDM symbol.

MIMO layers MIMO streams Antennas
A\ Subcarrier
. mapper :
MIMO !
encoder ' Precoder .
‘ Subcarrier ——
v Y mapper

Fig. 2. DL MIMO architecture (Fig.537 in [10]).
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C. MIMO Layer to MIMO Stream Mapping
MIMO layer to MIMO stream mapping is performed by
the MIMO encoder. The MIMO encoder is a batch processor
that operates on M input symbols at a time. The input to the
MIMO encoder is represented by an M X 1 vector as
S1
£

(1

SM
where s; is the ith input symbol within a batch. In MU-MIMO
transmissions, the M symbols belong to different AMSs. Two
consecutive symbols may belong to a single MIMO layer. One
AMS shall have at most one MIMO layer. MIMO layer to
MIMO stream mapping of the input symbols is done in the
space dimension first. The output of the MIMO encoder is an
M; x Np MIMO STC matrix as,

x = S(s), (2)

which serves as the input to the precoder, where M, is the
number of MIMO streams, Nr is the number of subcarriers
occupied, x is the output of the MIMO encoder, s is the
input MIMO layer vector, and S() is a function that maps
an input MIMO layer vector to an STC matrix which will
be further defined specifically for various cases below. There
are four MIMO encoder formats (MEF): SFBC, vertical en-
coding (VE), multi-layer encoding (ME), and conjugate data
repetition (CDR). For SU-MIMO transmissions, the STC rate

is defined R*M
is defined as R = —

For MU-MIMO trgnsmissions, the STC rate per user (R) is
equal to 1 or 2.

1) SFBC Encoding: The input to the MIMO encoder is a
2 x 1 vector

_ |51
T, 8
and the MIMO encoder generates the 2 x 2 SFBC matrix
_ |51 s
X = [52 o ] . (@)

Where x is a 2 X 2 matrix The matrix X occupies two
consecutive subcarriers.

2) Vertical Encoding (VE): The input and the output of
MIMO encoder are both the same M x 1 vector as

&)

SM

where s;, 1 < ¢ < M, belong to the same MIMO layer. The
encoder is an identity operation.

3) Multi-layer Encoding (ME): The input and the output
of MIMO encoder are again the same M x 1 vector

(6)



Mode index Description MIMO encoding MIMO precoding
format {MEF)

Mode0 OLSU-MIMO (Tx SFBC Non-adaptive
diversity)

Mode1l OL SU-MIMO (SM) VE Non-adaptive

Mode2 CLSU-MIMO (SM) VE Adaptive

Mode 3 OLMU-MIMO (SM) ME Non-adaptive

Mode4 CL MU-MIMO (SM) ME Adaptive

Mode5 OLSU-MIMO (Tx CDR Non-adaptive
diversity)

Fig. 3. Downlink MIMO modes (from [10, Table 844]).

but now s;, 1 < ¢ < M belong to different MIMO layers,
where two consecutive symbols may belong to a single MIMO
layer. Multi-layer encoding is only used for MU-MIMO mode.
The encoder is an identity operation.

4) Conjugate Data Repetition (CDR) Encoding: The input
to the MIMO encoder is a 1 x 1 vector

)

s = 81,

yielding
®)

x=[s1 s,

The CDR matrix x occupies two consecutive subcarriers.

D. Downlink MIMO Modes [10]

There are six MIMO transmission modes for unicast DL
MIMO transmission as listed in Fig. 3 and 4. The allowed
values of the parameters for each DL MIMO mode are shown
in Figure 4.

E. Feedback Mechanisms and Operation [10]

1) MIMO Feedback Mode Selection: An AMS may send an
unsolicited event-driven report to indicate its preferred MIMO
feedback mode to the ABS. Event-driven reports for MIMO
feedback mode selection may be sent on the P-FBCH during
any allowed transmission interval for the allocated P-FBCH.
The MIMO feedback mode are shown in Fig.5.

III. SYSTEM MODEL

We consider a system as shown in Fig. 6.

Information bits for subcarrier k are first passed through the
modulator and sent into the encoder. There are four different
types of encoder, but we will not discuss them. After passing
through the encoder, there are M streams. Let s be the symbol
vector at the encoder output as
I ©)
For convenience, we assume that the M data streams are
equally-powered and independent to each other. That is,
El[sgs;] = Ins which A* denotes complex-conjugate of matrix
A. We denote the precoder by F. F is an N, x M matrix. There
are several precoder codebook sets. The signal after precoding
can be expressed as

Sk = [Sk,lsk,2 <o Sk,M

Xk = FSk. (10)
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STC rate
per
MIMO
layer

Number of
MIMO
layers

Number of
subcarriers

Number of
MIMO
streams

Number of
transmit
antennas

N, R M, N L
2 1 2 2 1

MIMO mode 0 4 1 2 2 1
8 1 2 2 1

2 1 1 1 1

2 2 2 1 1

4 1 1 1 1

4 2 2 1 1

4 3 3 1 1

4 4 4 1 1

MIMO mode 1 8 1 1 1 1
MIMSrr]:ode 2 8 2 2 ! !
8 3 3 1 1

8 4 4 1 1

8 5 5 1 1

8 6 6 1 1

8 7 7 1 1

8 8 8 1 1

2 1 2 1 2

4 1 2 1 2

MIMO mode 3 9 L 2 1 2
and 4 1 4 1 4
MIMO mode 4 8 1 2 1 2
8 1 3 1 3

8 1 4 1 4

Fig. 4. DL MIMO parameters (from [10, Table 845]).

where xj; is a length N; vector and N; is the number
of transmit antennas. We assume that N; > M. Then we
transform the signal vector to the time domain using IDFT
and add CP. Let the number of the receive antenna be V,. We
consider a multipath channel, whose input-output relation in
the frequency domain can be written as

yi = HFx; + ng. (11D

where yj is the received symbol vector, H is the N; x N,
channel matrix and n; is the NN, x 1 noise vector. We
assume that the entries of H are independent and identically
distributed (i.i.d.) and their distributions are complex normal
with zero mean and unit variance, denoted by CN(0,1).
Similarly, the entries of ny are also i.i.d. and the distribution
is CN(0, Ny). After passing the signal over the channel, we
remove the CP and transform the result back to frequency
domain. We consider two different kinds of equalizer, ZF and
MMSE. Let G be the M x N, equalizer matrix.

We set each symbol has the same precoder so the optimum
equalizer for the MMSE equalizer is given by

G = (HFFZHY + R,) 'HF. (12)
On the other hand, the ZF equalizer can be derived as
G = (HF)". (13)

In either case, the signal vector at the equalizer output is given
by

x = GHFx + Gn. (14)



MIMO Description Feedback Content Support MIMO Mode Support MIMO
Feedback and Type of Outside the OL region | Mode Inside the OL
Mode region
OLSUMIMO 1. STCrate MIMO mode 0 and MIMO mode 0 and
SFBC/SM 2. WidebandCQl MIMO mode 1 MIMO mode 1
(Diversity: Flexible adaptation Flexible adaptation
DLRU, NLRU) between the two between the two
Sounding modes modes
based CL SU STCrate=1:5FBC CQI STCrate=1:SFBC CQl
and MU 2<=STCrate<=4:SM CQl STCrate=2:SM CQl
MIMO In DLRU: M=2 for SM In DLRU only
In NLRU: M>=2 for SM
For sounding based CL
SU MU MIMQ, STC rate
=1:SFBC CQl
1 OLSUMIMO 1. Wideband CQl n.a MIMO mode 5
SM (Diversity: STCrate=1/2
NLRU)
2 OLSUMIMO 1. STCrate MIMO Mode 1 MIMO mode 5
SM (localized: 2. SubbandcQl 1<=STC rate<=8 STCrate=1/2
SLRU) 3. Subband
selection
CLSUMIMO 1. STCrate MIMO mode 2 na
(localized: 2. SubbandcCal 1<=STC rate<=8
3 SLRU) 3. SubbandPMI
4. Subband
selection
5. Wideband
correlation
matrix
CLSUMIMO 1. WidebandcCQl MIMO mode 2 n.a
4 (Diversity: 2. Wideband PMI (M,=4)
NLRU) 3. Wideband
correlation
matrix
5 oLMU 1. SubbandcCaQl MIMO mode 3 MIMO mode 3
MIMO 2. Subband
(localized: selection
SLRU) 3. MIMOstream
indicator
6 CLMU 1. SubbandcCal MIMO mode 4 n.a
MIMO 2. SubbandPMI
(localized: 3. Subband
SLRU) selection
4. Wideband
correlation
matrix
7 CLMU 1. WidebandCQl MIMO mode 4 n.a
MIMO 2. Wideband PMI
(Diversity: 3. Wideband
NLRU) correlation
Fig. 5. MIMO feedback modes (from [10, Table 849]).
X i
T H=cp <P =
 Modulator {(H MIMO L { Precoder H Equalizer L nemModulator i—
e 8 HipFT H +CP -CP || DFT T
Feedback
Processing
Fig. 6. System structure.

IV. PROPOSED FEEDBACK SELECTION SCHEMES

In this section, we derive two feedback selection schemes
max minSNR-based search method and MMSE-based exhaus-
tive search method that can greatly reduce the complexity.

A. MaxminSNR-Based Search Method

In this method, We maximize the minimum SNR at the
receiver antennas under MMSE or ZF equalization. It can be
thought as minimize the maximum symbol error rate (SER)
at the receive antennas. The signal power per receive antenna
can be expressed as

| gf HF;x |2 (15)
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The noise power is

o2 |lgher|. (16)

The optimum precoding matrix F selected from the codebook
C maximizes the minimum SNR of at the receive antennas as

F = arg max min SNRy,
F; k|F;
| giHFx |? an
= arg max min —————

i

KF; 02| glen |

where £ is the index of the receive antennas, 7 is the index of
the precoder, and gy, is the equalizer for kth receive antenna.

B. MMSE-Based Exhaustive Search Method

In this method, we minimize the mean square error (MSE)
between X and X under the ZF or the MMSE equalizer. We
compare all possible precoders to find the best one in the
source that

minMSE:argrr%?inHX—Xﬂg (18)

For ZF equalizer, therefore,

min MSE = arg rr}?in |(HF,)'HF;X + (HF;)'n — X||2,

(19)
and for the MMSE equalizer,

min M SE = arg H}:inH(HFiFfI HY + R, )HF,HF;X

+ (HF,FFHY + R V)HF;n - X|%.
(20)

Then we will transmit the precoder index ¢ back to the
transmitter. The transmitter will use this precoder to allocate
the power. In this method, the computation of complexity is
high, because we have to evaluate all the precoders.

V. SIMULATION RESULTS

In the simulation, we consider both additive white Gaussian
noise (AWGN) channels.

A. System Parameter and Channel Model

Channel models for evaluation of IMT-Advanced candidate
radio interface technologies [6]. We use the Suburban macro-
cell model. The parameter are in Fig. 7. The root-mean-square
(RMS) delay spread of Suburban macrocell channel is 75.7485
ns. Table I gives the primitive and derived parameters used in
our simulation work. The results are averages over 10,000,000
channel realizations.

B. Two Transmit Antennas and Two Receive Antennas with
Rank Two

For comparison, we consider a no feedback system with
feedback system.

First, consider the case of AWGN channels. Fig. 8 shows the
symbol-error-rate (SER) performance of the systems. There is
no difference between theory, MMSE equalizer with feedback
and MMSE equalizer without feedback.



TABLE 1
OFDMA DOWNLINK PARAMETERS
[ Parameters [ Values |
Bandwidth 10 MHz
Central frequency 3.5 GHz
Nuysed 865
Sampling factor n 28/25
G 1/8
Nrrr 1024
Sampling frequency 11.2 MHz
Subcarrier spacing 10.94 kHz
Useful symbol time 91.43 us
CP time 11.43 ps
OFDMA symbol time 102.86 us
Sampling time 44.65 ns

S
0 5 10

Power [dB] AoD[ "] AoA[°]
52 70 0 0

#

1 3.0 -

2 25 =75 13 -71
3 35 -10.5 -15 -84
4 35 -3.2 -8 46
5 45 50 55 -6.1 -83 -10.1 -12 -66
6 65 -14.0 -17 -97
7 65 -6.4 12 -66
8 75 -3.1 -8 -46
9 145 -4.6 -10 -56
10 160 -80 -13 73
11 195 =12 12 70
12 200 -3.1 8 -46
13 205 L5 14 -80
14 770 -22.4 22 123

Cluster ASgg=2"
Cluster ASy;s = 10°

[dB]

-13.0
205
235
-16.2
-16.1
-27.0
-19.4
-16.1
-17.6
-21.0
-20.2
-16.1
225
-35.4

Fig. 7. Suburban macrocell channel model [9].
o AWGN Channel
10 T T T
Theory
& —&— MMSE equalizer without feedback
—#— MMSE equalizer with feedback
107
107}
o
w
%)
10°F
107
1075 1 1 1 1 1
0 2 4 6 8 10
SNR(dB)
Fig. 8. SER performance in AWGN.
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Second, we consider the case of suburban macrocell channel
with 2 transmit antennas and 2 receive antennas transmiting
two streams. Figs. 9-12 show the performance of different
feedback methods at velocities of 30 and 120 km/h. We can see
that both MSE and SER have the same curve. This is because
the MMSE equalizer is finding the minimum mean square
error and it also can be seem worked in SER. The optimum
precoder method leads all the methods because it use the
sounding method to transmit back the best precoder. Also both
ZF and MMSE equalizer can achieve diversity one. We also
compare all the methods in ZF and MMSE equalizer. MMSE
equalizer leads the ZF equalizer both in MSE and SER. This
is because ZF equalizer has the noise enhancement problem.
We can see that there is almost no gain with precoding and
no precoding.

Different equalizer with different feedback V30
10 T T T

ZF,,No feedback

—©— ZF, Codewordsearch

| —=— ZF, MMSE Calculate

—— ZF, MaxminSNR

‘| —&— zF, Optimum Precoder

—<— MMSE, No feedback

MMSE, Codewordsearch

{| —+— MMSE, MMSE Calculate
—*— MMSE, MaxminSNR

: MMSE, Optimum Precoder

Normalize MSE

10
0 5 10 15 20 25 30
SNR (dB)
Fig. 9. MSE for QPSK using ZF and MMSE equalizer with different

feedback methods at 30 km/h in multipath Suburban channel.

Different equalizer with different feedback V30

10° ‘ ‘ . : ‘
+ ‘
107 E
o
o ZF, No feedback
—&— ZF, SVD-Based
—+&— ZF, MMSE-Based
1072| —<— ZF, MaxminSNR o
—<— ZF, Optimum Precoder ¥
—v— MMSE, No feedback
MMSE, SVD-Based
—+— MMSE, MMSE-Based
—*— MMSE, MaxminSNR
Prhp] — MMSE, Optimum Precoder ; ;
0 5 10 15 20 25 30
SNR (dB)
Fig. 10. SER for QPSK using ZF and MMSE equalizer with different

feedback methods at 30 km/h in multipath Suburban channel.



Different equalizer with different feedback V120

10 T T T

ZF, No feedback

| —&— ZF, SVD-Based

ZF, MMSE-Based

;| —<— ZF, MaxminSNR

‘| —9— ZF, Optimum Precoder

:| —%— MMSE, No feedback
MMSE, SVD-Based

[ —+— MMSE, MMSE-Based
—*— MMSE, MaxminSNR
MMSE, Optimum Precoder

Normalize MSE

10’2 i i i i i

15
SNR (dB)

20 25 30

Fig. 11. MSE for QPSK using ZF and MMSE equalizer with
feedback methods at 120 km/h in multipath Suburban channel.

different

o Different equalizer with different feedback V120
10 T T T T T

-1

10

SER

ZF, No feedback
—&— ZF, SVD-Based
ZF, MMSE-Based
—— ZF, MaxminSNR
—<— ZF, Optimum Precoder
—v— MMSE, No feedback
MMSE, SVD-Based
—+— MMSE, MMSE-Based
—%— MMSE, MaxminSNR

_s| —— MMSE, Optimum Precoder
10 i i
0 5 10 15 20 25

SNR (dB)

10

30

Fig. 12.  SER for QPSK using ZF and MMSE equalizer with different
feedback methods at 120 km/h in multipath Suburban channel.

C. Four Transmit Antennas and Four Receive Antennas with
Rank Two

In the last part, we consider the case of suburban macrocell
channel with 4 transmit antennas and 4 receive antennas
transmiting two streams. Figs. 13—12 show that there is a 1dB
gain with precoding and no precoding.

D. Computation Complexity

In the design of signal processing algorithms, an analysis
of the required number of flops is often derivable. Where
a flop means a floating point operation. In this regard, a
dot product of length n vectors is considered to require 2n
flops because there are n multiplications and n adds. We
derive the expressions for the number of needed flops that
the equalization in the CL MIMO requires. [16] gives the flop
counts of some common matrix operations.
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ZF equalizer with different feedback V120

O  ZF No feedback 2*2

ZF, MMSE-Based 2*2
—&— ZF, Optimum Precoder 2*2
| —8— ZF No feedback 4*4
—=&— ZF, MMSE-Based 4*4

‘| —&— ZF, Optimum Precoder 4*4

Normalize MSE

1073 i 1 1 1 i
15 20 25
SNR (dB)

30

Fig. 13. MSE for QPSK using ZF equalizer with different feedback methods
and different antennas at 120 km/h in multipath Suburban channel.

ZF equalizer with different feedback V120

O  ZF No feedback 2*2
ZF, MMSE-Based 2*2
—©&— ZF, Optimum Precoder 2*2
—&— ZF No feedback 4*4
—&— ZF, MMSE-Based 4*4
—©&— ZF, Optimum Precoder 4*4
5 10 15
SNR (dB)

20 30

Fig. 14. SER for QPSK using ZF equalizer with different feedback methods
and different antennas at 120 km/h in multipath Suburban channel.

In an order of magnitude study, we often throw away the
lower order terms since their inclusion does not contribute to
the overall flop count. But if the n is small, we have to keep
the all the terms. This happens to be our case. We list the total
flop counts per subcarrier in Fig. 15.

We can see that optimum precoder performs well in com-
plexity because it does not have a complex computation flow.
Also we can see that ZF equalizer is much easier than MMSE
equalizer. SVD-based and max minSNR-based search method
have less complexity in high order matrix. We can have a
conclusion that if the matrix size is low, we can use the
MMSE-based search method. When the matrix size is high,
we use SVD-based and max minSNR-based search method.

VI. CONCLUSION

We considered joint design at both end of the links and
introduced two classes of linear equalization: Zero-forcing



Total flop per | Total flop (n=2) | Total flop (n=4) | Total flop (n=8)
subcarrier
ZF

8n3/3 64/3 512/3 4096/3

ZF, SVD-Based 116n3/3+4n2 976/3 7616/3 60160/3
ZF, MMSE-Based 136n3/3+8n2 1300/3 9088/3 71168/3
ZF, MaxminSNR 128n3/3+16n%+ 1456/3 9344/3 69280/3

24n+32
ZF, Optimum 44n3/3+n2 364/3 2864/3 22720/3
precoder
MMSE 20n3/3+n2 172/3 1328/3 10432/3
MMSE, SVD- 128n3/3+5n2 1084/3 8432/3 66496/3
Based
MMSE, MMSE- 196n3/3+13n2 1724/3 13168/3 102848/3
Based
MMSE, 176n3/3+20n%+ 1888/3 12608/3 94624/3
MaxminSNR 24n+32
MMSE, Optimum 50n3/3+9n2 508/3 3632/3 27328/3
precoder

Fig. 15. Number of flops per subcarrier of each method.

equalizer and Minimum-mean-square-error equalizer. Then
proposed two methods for closed-loop MIMO precoder selec-
tion and compared with other two methods in singlepath and
multipath. We also considered the complexity of each methods.
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Digital Signal Processor Software Implementation

of Initial Downlink Synchronization Method for
IEEE 802.16m

Preliminary Draft

ABSTRACT

In this paper, the research focus on initial downlink synchro-
nization of IEEE 802.16m, and discuss the implementation
issue of DSP. We use the initial downlink (DL) synchroniza-
tion algorithms in [1], [2] of IEEE 802.16m, and implement
it on DSP. DL synchronization includes the estimation of
symbol timing, carrier frequency offset, and preamble index
identification. In terms of simulations, above all, In order to
compare the performance, we implement the algorithm into the
floating-point and fixed-point version. In the end, we modified
the fixed-point version on the digital signal processor platform,
and optimize the speed of our programs to reduce operation
complexity. Although the performance is degraded because of
fixed-point modification, the results still can be accepted.

1. INTRODUCTION

ITU-R defined the criterion of the fourth-generation (4G)
mobile communication standard IMT-Advanced formally in
June 2003, that the data rate need be higher than 100 Mbps
in the environment with the high mobility and 1 Gbps in
the static environment. Therefore, IEEE 802.16m Task Group
(TGm) has set up the 802.16m (i.e., Advanced WiMAX or
WiMAX 2) since December 2006 in order to compete for the
fourth-generation standard. The new frame structure developed
by IEEE 802.16m is such that it can be compatible with
IEEE 802.16e, reduce communication latency, support relay
and coexist with other radio access techniques, so that it can
become one of the promising candidates of 4G.

In this work, we study the digital signal processor (DSP)
software implementation of a previously developed initial
downlink synchronization method for IEEE 802.16m system
with a time division duplex (TDD) mode [1], [2]. The initial
downlink synchronization involves frequency offset correction,
timing recovery and bandwidth detection. In the procedure
that we have developed, channel estimation is also obtained
simultaneously.

Our DSP implementation uses Texas Instrument (TI) fixed-
point DSP platform. We accelerate the execution speed of
the programs and utilize difference optimization techniques
to reduce the computational complexity.

The contributions of this work are as follows:

o We modify the program from Matlab code to C code.
o We modify the fixed-point implementation on DSP.
« We employ various optimization techniques to accelerate
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the execution speed of the programs in the DSP imple-
mentation.

This thesis is organized as follows. We first introduce the
IEEE 802.16m standard in chapter 2. In chapter 3, we present
the synchronization algorithm. Chapter 4 introduces the DSP
implementation platform. We discuss the DSP optimization
methods and presents the optimization results in chapter 5.
Finally, the conclusion is given in chapter 6, where we also
point out some potential future work.

2. SIGNAL MODEL AND SYSTEM PARAMETERS

One feature of the IEEE 802.16m is the selectable FFT
size, from 512 to 2048 in multiples of 2. Also, the cyclic
prefix sizes (1/4, 1/8, 1/16 and 1/32) have been defined in
IEEE 802.16m. In this paper, we consider a TDD, CP 1/8
signal model, and focus on the PA-Preamble structure. The
location of the A-Preamble symbol is specified as the first
symbol of frame. PA-Preamble is located at the first symbol
of second frame in a superframe while SA-Preamble is located
at the first symbol of remaining three frames. Fig. 1 depicts
the location of A-Preamble symbols and an example of IEEE
802.16m frame structure. Each frame in the DL transmission
begins with a preamble followed by a DL transmission and an
UL transmission period. The DL/UL subframes and UL/DL
subframes are separated by transmit/receive transition gap
(TTG) and receive/transmit transition gap (RTG) respectively.

There are three possible PA-preamble series, as shown
in Fig. 2. Because the PA-Pramble series are known, we utilize
this knowledge to derive the initial downlink synchronization
algorithm. Although there are three different PA-Preambles
with different bandwidth, 5-MHz, 10-MHz, and 20-MHz,
but the intercommunity is all the three PA-Preamble, which
length is all 216-point, locate on the middle part of their
own bandwidth. Therefore, when the MS receives the signal,
it can only observe 5-MHz bandwidth because there is not
any information out of SMHz at all, whatever the system
bandwidth is. In the other words, we do downsampling from
the 10-MHz and 20-MHz to the SMHz without losing any
information.

Fig. 3 depicts a model about the 576-points power sum with
the window sliding. We know the information of TTG + RTG
=165 ps in [5], so it is reasonable to suppose RTG is 45 us ,
about 256 sampling periods, and CP factor is 1/8 in our study.
We can also know the power of PA-Preamble is larger than the
common data symbol because the amplitude of PA-Preamble
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Fig. 1. Location of the A-Preamble symbol (re-arranged from Fig. 500 in
[5D.
Index | Carrier BW Series to modulate
0 5MHz 6DB4F3B16BCE59166CICEF7C3C8CASEDFC16A9D1DCO1F2AE6AADBF
1 7,8.75,10 MHz 1799628F3B9F8F3B22C1BA 19EAF4FECAD37DEES7E027750D298AC
2 20 MHz 92161C7C19BB2FCOADESCEF3543AC1B6CEGBELCBDCABDDD31OEAFT
3 reserved 6DE116E665C395A DC70A89716908620868A 60340BF35ED547F8281
4 Fal reserved BCFDF60DFAD6B027E4C39DB20D783C9F467155179CBA31115E2D04
ly
5 contgred reserved 7EFL: L )6C616292A3C77F928
6 reserved 8A9CA262B8B3D37E3158A3B17BFA4CIFCFF4D396D2A93DEGSAOETC
7 reserved DABCE648727E4282780384A BS3CEEBD1CBF79EOCSDA7BA85DD3749
8 reserved 3A65D! DC701E: B6A 04A
9 reserved D46CFBGFES1B56B2CAABAF26F6F204428C1BD23F3DBBB737A0B51C
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Fig. 2. PA-Preamble Series (Table 780 in [5]).
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Fig. 3. Window sliding structure [1].

is boosted before transmitting, and the detail parameter refer
to [5].
Other parameter values are specified in Table I

3. INITIAL DOWNLINK SYNCHRONIZATION ALGORITHM
FOR IEEE 802.16M

The downlink synchronization can be divided into two type:
initial synchronization and normal synchronization. When the
advance mobile station (AMS) receiver enters the network for
the first time, it need to perform initial DL synchronization.
Afterward, the AMS needs to keep trading the carrier fre-
quency, and the timing, and the power level, which constitutes
the work of normal DL synchronization. In this thesis, our
study focuses on initial DL synchronization; so we discuss the
initial DL synchronization problem of the IEEE 802.16m TDD
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TABLE 1
SYSTEM PARAMETERS USED IN OUR STUDY

Parameters Values

System Channel Bandwidth (MHz) 5 10 20

Sampling Frequency (MHz) 5.6 11.2 224
FFT Size 512 1024 | 2048
Subcarrier Spacing (kHz) 10.94 | 1094 | 10.94
Useful Symbol Time (usec) 91.4 91.4 91.4
Guard Time (usec) 114 114 114
OFDMA Symbol Time (usec) 102.9 | 1029 | 102.9

system and introduce the initial DL synchronization algorithm
of [1], [2].

1. The Initial Synchronization Problems

In the DL, due to potentially large tolerance in the free-
running oscillator frequency of the MS, and due to the motion-
induced Doppler spread, there may be large CFO in the
received signal. The large CFO can be partitioned into the
fractional part of “normalized CFO” (where normalization
is with respect to the subcarrier spacing) and integral part
of “normalized CFO”. We call them “fractional CFO” and
“integer CFO” respectively in this paper.

2. Initial DL Synchronization

1) Coarse Timing Synchronization: Fig. 3 depicts a model
about the 576-points power sum with the window sliding. We
know the information of TTG + RTG =165 us in [5], so it
is reasonable to suppose RTG is 45 us, about 256 sampling
periods, and CP factor is 1/8 in our study. We can also know
the power of PA-Preamble is larger than the common data
symbol because the amplitude of PA-Preamble is boosted
before transmitting [5].

When the MS receives the PA-Preamble signal subject to
delay, multipath propagation, and additive noise, the first task
is to estimate the coarse timing to facilitate later work. Refer
to Fig. 3. We consider summing the signal power in a 576-
point window. With the window sliding, we can decide the
coarse timing as the point with the maximum power sum.
This technique can actually be interpreted as quasi-maximum
likelihood (ML) noncoherent detection of the preamble timing.

According to [1], [2], Figs. 4 and 5 show the results of
power sum with the window sliding in 0 dB of signal-to-
noise ratio (SNR), under the AWGN channel and the SUI-5
channel with mobility 350 km/h. The rayleighchan, a Matlab
function, leads to an initial delay of the generated channel,
even if we set the delay of the direct path zero. Figs. 7 depict
this phenomenon and we must compensate it in [1].

Note that the PA-Preamble timing we get by the above
method has an offset to the real PA-Preamble timing due to
multipath and noise effects. We will handle these problems in
fine timing synchronization.

2) Estimation of Fractional Carrier Frequency Offset: We
attempt an ML estimation of § from it. It turns out that a
truly ML estimation is quite complex because Ts7g is not
circulant. However, if the coarse timing lands us in the CP
and if we sacrifice the available signal power in the CP, then
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[1].

we can obtain a reduced-complexity solution. Let y5;2 denote
the received PA-Preamble symbol after removal of the CP. It
is given by

ys12 =T1'(9) - T,, -h+mn, (D

where x,, = [z, 21, ...,.’3511]/ (the transmitted PA-Preamble
symbol), T, is a 512 x 512 circulant matrix given by

Bandlimited impulse response

Magnitude

Delay (s}

Fig. 6. Channel impulse response of PB channel [1].
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Fig. 7. Channel impulse response of SUI-5 channel [1].

h is the channel impulse response vector,

o

¥

3)
and 7 is an AWGN vector. Due to possibly incorrect identifi-
cation of the PA-Preamble starting time from the coarse timing
synchronization, there may be a circular shift of the elements
in the h vector from their original positions.

Eq. (1) can then be rewritten as:

To  Ts11  Ts510  Ts509 Z2 1 V1o INOE FZ .F. T, FH.F.h+q 4)

Ty o  Ts11 Ts510 T3 T2 H "
xr1 X0 511 T3 T2 = F(a)F (FTInF )(Fh)+77 &)
T63 T ') -F7.Dy-H+ 1, 6)

T, = T63 )
Ts10 where F is the normalized 512 x 512 FFT matrix, F¥ is
509 2511 Zs10the corresponding normalized IFFT matrix, H is the channel
T510  T509 63 xo 511 itpquency response vector, and Dy is a diagonal matrix of the
T511  Ts510  T509 63 x xo, PA-Preamble sequence in the frequency domain, with £ being
B (2) the PA-Preamble index.
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The likelihood function of y512 can be written as:

1 1
0 H k) = e oxp(— o
p(ys12/6, H, k) (2m02)512 exp( 20727”

(7N
in the likelihood function, there are three unknowns, namely
0, H and k. The ML estimation is thus given by

arg max p(ysiz|d, H, k)
: —T(8)-FH.D, -H|?
argg’rll{lf}c lysi2 (6) k I

arg%lknghlsﬁr}cﬂy&%m (6) k |

=

Note that (11) arises because the inner minimization of (10)
is achieved with H = D - F-T'#(§) - y512 as can be obtained
via standard least-square estimation technique. Since Dy, - D
is the same whatever for add k, we cannot solve for the optimal
k from (3.14), but must find it through above other means, In
addition, the minimization target in (3.14) is a function of §
only. Thus it is equivalent to:

arg m(sin lys12 — T'(6) - F¥.D, - D,If -F- I‘H(5) . y512||2

arg min|

argm(?xysﬁz -T(3) - F7-Dy - DY - F-TH(5) - ys10
argm?va(é) YH.FH. Dy - DI F Y] (6)

where v(0) = [exp(—] - 5% 5 0),exp(—j - 25 -5 -
1),....,exp(—j - 25 -0 -511)], and Y is a diagonal matrix

whose ith diagonal element is the ith element in y51o.

Note that since Dy,-D¥ is diagonal, W £ F.D;-DZ.F is
a circulant matrix. Indeed, because Dy, ~Df is nearly periodic
(with mostly every other element equal to 1 while others equal
to zero) along the diagonal, W is nearly tri-diagonal and so
is M. The three diagonal sums are given by

511
2
> wii - |yl
i=0
511
H
E Yii " Wii—256 * Yi—256,i—256,
i=256
511
Yi—256,i—256 * Wi—256,i * Yii
i=256

My A7)

M_256 (18)

M5 (19)

where y; ; is the ith diagonal element of Y, and w; ; is the
ith diagonal of W. We utilize the mathematic format of FFT
of these three dominant terms to estimate fractional carrier
frequency (FCFO) by finding the peak value and derive as
S{Mas6

R{Mase}

0= —% arctan

y512—1—‘(6)~FH-Dk'HB7 i

argmin [[ysi2 — T(8) - F" - Dy - DI - F - T(8) - ysuglt]

argminygy, - [I = T(0) - F7 - Dy - Df - F - TH ()]

x 10°
.

5L -

4k J

3 |

©

2
(10

O I\
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Fig. 8. The estimated CIR with accurate ICFO, 8, compensating and correct
PA-Preamble index, 1, under PB channel with 120 km/h, 0dB in SNR.

3) Joint Estimation of Integral CFO, PA-Preamble Index,
Channel Estimation and Fine Timing Offset: CFO is separated
into two parts, FCFO and integral carrier frequency offset
(ICFO), and the former have been estimation in the previous

(kabsection. We can expect that the power of channel impulse

([ -T()- F7.D, - DkH F. FH((;)] . y512||2(f§§ponse (CIR), the inverse fourier transform of H as obtained

in"(11), will be more concentrated if we compensate with the

Yh¢rurate CFO and use the correct one of the three possible PA-
Preamble symbols. For example, Figs. 8 and 9 depict two CIRs

(lo%)tained from using a combination of correct CFO and correct

(Fgy-Preamble index and from using a combination of incorrect
values. The simulation environment we choose in Figs. 8 and
9 is PB channel, 120 km/h, O dB in SNR, the correct ICFO
8, the correct PID 1 (10-MHz), the wrong ICFO 6, and the
wrong PID 0 (5-MHz). We consider there are 21 possible
ICFO explained in the Eq. (20), 3 PA-Preamble symbols and
256 timing locations in CIR, therefore, 21 x 3 x 64 = 16128
candidates in total. The method we use here is to do 64 points
sum of squared CIR for these candidates and find out one
which has the maximum of power sum. The reason why we
choose the searching range of ICFO from —20 to 20 is that we
assume a maximum mismatch of the local oscillator frequency
of 80 ppm, so that a wireless system with carrier frequency
2.5 GHz +18.28 subcarriers of offset at the 10.9375 kHz
subcarrier spacing of IEEE 802.16m, as given by

2.5G - 80ppm
10.94K

For the fine timing, since it is reasonable to assume that the
CIR is mostly concentrated over a length not exceeding the
CP length, we decide the ICFO, the PA-Preamble index and
the fine timing offset by finding which one of all candidates
has the maximum power sum over the CP length.

4) Overall Block Diagram: In summary, Fig. 10 shows
the resulting overall block diagram of the derived initial DL
synchronization method.

~ 18.28. (20)
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Fig. 9. The CIR with the inaccurate ICFO, 6, compensating and incorrect
PA-Preamble index, 0, under PB channel with 120 km/h, 0dB in SNR.
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Fig. 10. Block diagram of algorithm for initial DL synchronization [1].

4. FIXED-POINT IMPLEMENTATION OF INITIAL
DOWNLINK SYNCHRONIZATION

1. Floating-Point Simulation Results

In this section, we present the floating-point simulation re-
sults for C program, the system parameters for our simulation
are defined in Table I, and we modify the C code form Matlab
code to do simulation under different channel environments
and velocities. The power delay profiles (PDPs) used include
Standford University Interim (SUT) [17] and Pedestrian B (PB)
[9]. Our SNR values are from O to 20 dB, which is the
ratio of the variance of PA-Preamble samples to that of the
noise samples. The mobile velocity is from 0 to 120 km/h,
and the carrier frequency offset (CFO) is 8.42884 subcarrier
spacings, so the integral carrier frequency offset (ICFO) is
8 subcarrier spacings and fractional carrier frequency offset
(FCFO) is 0.42884 subcarrier spacings. The simulation results
are obtained with runs of simulation for each difference SNR.

1) Coarse Timing Estimation: The target of coarse timing
estimation is to find a staring timing sample for PA-Preamble,
and the correct PA-Preamble time index is 576 in our simula-
tion. Figs. 11 shows the histograms of coarse timing samples
under AWGN channel at 0 dB and 10 dB, and it is clear that
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Coarse timing estimation under AWGN in 0dB.
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Fig. 11. Histograms of coarse timing estimation under AWGN channel in
different SNR.

the higher SNR gives a better performance. It is seen that SNR
affect the performance more than the velocity, Figs. 12 and
13 illustrate the histograms under PB at similar SNR values
and velocities. The correct timing index under SUI-1 and PB
channel is 583, where the 6 samples difference with AWGN
is due to the property of the Matlab function for simulating
the multipath channel as discussed in chapter 3. The accuracy
of coarse timing estimation affect MSE of FCFO estimation.

2) Fractional CFO Estimation: Figs. 14 to 16 show the
mean square error of fractional carrier frequency offset estima-
tion under AWGN, SUI-1, SUI-3 and PB channel at different
mobile velocities. The simulation results perform similar to
results of reference [2], because our SNR definition is the
same with [2].

3) Joint Estimation of Integral Carrier Frequency ORset,
PID and Fine Timing: In this subsection, we present the
simulation of ICFO estimation results in Figs. 17 to 18. The
simulation parameters are:

o ICFO: 8 subcarrier spacings.

o PA-Preamble index (PID): 1 (10MHz).
¢ Channel models: AWGN, SUI1, PB.

¢ Mobile velocities: 10 km/h, 90 km/h.
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Fig. 12. Histograms of coarse timing estimation under PB channel in different
SNR value for a velocity of km/h.

TABLE II
THE ERROR RATE OF TIMING ESTIMATION.

AWGN | PB_10km | PB_90km | SUII_10km | SUII_90km
0 dB 0.013 0.113 0.118 0.011 0.021
10 dB 0 0.001 0.005 0 0
20 dB 0 0 0 0 0

e SNR value: 0 dB, 10 dB.

They illustrates the histograms under AWGN and SUI-1
channels at SNR values of 0 and 10dB and velocities 10 and
90 km/h, respectively. Figs. 19 to 20 show the histograms of
PID detection under AWGN and SUI-1 channels at similar
SNR and velocity setting. They show that the ICFO and PID
estimation are quite accurate at different SNR and channel
condition. Figs. 21 illustrates the performance of fine timing
estimation under AWGN, SUI-1 and PB channels in 0 dB,
10 dB, and 20 dB of SNR at speeds 10 km/h and 90 km/h,
respectively. We define “error” is that the estimated timing
index does not locate between the boundary of delay spread
and the right end of CP, then we can calculate the error rate,
show in Table II. The simulation results of overall timing
estimation is similar with reference [1].
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Coarse timing estimation under PB at mobility 90 km/h in 0 dB.
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Fig. 13. Histograms of coarse timing estimation under PB channel in different
SNR value for a velocity of 90 km/h.

2. Fixed-Point Implementation

Usually, we use floating-point processing to verity the
performance of the algorithms. But fixed-point processing
improves power efficiency, speed and hardware cost. Hance
large-volume practical implementation normally employ fixed-
point processing. In this section, we present the initial down-
link synchronization algorithm implementation in fixed-point
processing using TI’s TMS320C6416T DSP. We also try to
utilize coding style and intrinsic functions to reduce cycle
counts on DSP.

Fig. 22 shows the fixed-point data formats used in the
different places in our algorithm, where Qx.y means there
are x bits before the binary points and y bits after. In our
case, x+y = 15 because the sign takes 1 bit. We choose Q7.8
to be the data format at many places, because coarse timing
estimation needs to accumulate the squared norm of data. The
Q7.8 format can avoid overflow in coarse timing estimation.
In fact, we find that the Q7.8 data format has enough accuracy
for our experiment. In the following subsections, we discuss
the details of the blocks in the algorithm.

1) Coarse Timing Estimation and Removal of Cycle Prefix:
The first step in the procedure is coarse timing estimation to
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find the approximate location of PA-Preamble. Figs. 3 shows
our signal structure, where we compute the signal power in
a finite window size and slide the window. According to
the IEEE 802.16m standard, the PA-Preamble magnitude is
boosted by a factor of 1.9216, 2.6731 or 4.6511 compared to
regular data signal. To the maximum power position should
be a good indicator of what the PA-Preamble is. After coarse
timing estimation, we remove the CP from the 576 points start-
ing at the estimated point to get 512 points of data. Actually,
because the estimated point by coarse timing estimation may
be located within the CP, what we in fact do is to take the
first 512 points starting from the coarse timing point, which
is equivalent to discard the last 64 point of the 576 points,
because it is more probable to get a complete PA-Preamble
this way.

2) Fractional Carrier Frequency Offset Estimation and
Compensation: FCFO estimation is the second step in the
procedure. Fig. 23 shows that we correlate the first 256 points
and the last 256 points of PA-Preamble to calculate the FCFO,
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which is obtained as the arc-tangent of the correlation. For
efficiency in DSP implementation, we use a lookup table
to implement the arctan() function. For dynamic range, we
create a table for the arcsin() function to estimate the FCFO
in place of a table of the arctan() function. The table contains
2048 entries uniformly spanning the range [sin 0, sin 0.257),
and the table entries are normalized with respect 7 so that they
span the range [0,0.25).

In frequency offset compensation, we create two lookup
tables for the sin() and the cos() functions, each containing
20438 entries uniformly spanning the range [0, 7+ 2). Since the
values of sin() and cos() are from —1 to 1, we choose Q.15
as the data format. Hence, when the FCFO is compensated,
the data format becomes Q7.24. Then we change the data
format from Q7.24 to Q7.8 in order to avoid overflow in ICFO
estimation.

3) Integer Carrier Frequency Offset Estimation and PID
Detection: The last step of the procedure is ICFO estimation
and PID detection. For this, we operate in the frequency
domain. Since ICFO is just a shift in the subcarrier indexes
in the frequency domain, it is relatively simple to implement
in C program. According to (11), we calculate the channel
frequency response and transform it to the time domain. Since
the CIR length is supposed be not exceeding 64 points, we can
assume that the correct choice of ICFO and PID should yield
the maximum squared value, sum for the resulting CIR. The
flow chart is shown in Fig. 24.

3. Fixed-Point Simulation Results

In this section, we show the fixed-point simulation results
and compare them with the floating-point simulation results
under different channel models. All simulation parameters and
environments are the same as those given in previous section.

1) Coarse Timing Estimation: Fig. 25 shows the histograms
of coarse timing samples under AWGN channel with 0 and 10
dB of SNR. In Figs. 26 and 27, we show the histograms under
PB channel at SNR values of 0 and 10 dB and velocities of
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Fig. 17. Histograms of integer CFO estimation under AWGN channel in
different SNR values.

10 and 90 km/h, respectively. Note that the simulation results
are almost the same with the floating-point results shown in
Figs. 11 to 13.

2) Fractional CFO Estimation: Figs. 28 to 30 show the
MSE of fractional CFO estimation in SUI-1, SUI-3, PB and
AWGN channels at speeds 10, 30, 60 and 90 km/h with fixed-
point and floating-point computation. From the simulation
results, we can see that the performance curves for floating-
point and fixed-point computation are only a little different.

3) Joint Estimation of Integral Carrier Frequency Offset,
PID and Fine Timing: Figs. 31 shows the estimation perfor-
mance of integer CFO under AWGN channel at SNR of 0
and 10 dB, respectively, and Figs. 32 shows the estimation
performance of PID under AWGN channel at SNR of 0 and
10 dB. Table III shows the error rate of timing estimation.
We can see that floating-point and fixed-point implementation
have the same results shown in Figs. 17 to 32, in all cases
simulated.

4. Speeding Up of DSP Implementation

In this section, we discuss how to reduce cycle counts
in DSP implementation. The optimization techniques used
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different SNR values at a velocity of 90 km/h.
TABLE III
THE ERROR RATE OF TIMING ESTIMATION.
AWGN | PB_10km | PB90km | SUI1_10km | SUI1_.90km
0 dB 0.017 0.121 0.155 0.031 0.025
10 dB 0 0.002 0.001 0 0
20 dB 0 0 0 0 0

include compiler option, intrinsic functions and DSP library
function. We set the level of optimization of compiler option
to -03, which performs software pipelining and loop optimiza-
tions, and we do not perform loop unrolling ourselves. In the
following, we concentrate the discussion on the use of intrinsic
functions and DSP library functions in the function blocks.

1) Speeding Up of Coarse Timing Estimation: Calculating
the magnitude-square of a complex number needs two mul-
tiplication, so accumulating 576 magnitude-squares for 1152
time position would require 576 x 2 x 1152 = 1, 327,104 mul-
tiplications. However, most of accumulated quantities appear
repeatedly across successive time positions as shown in Fig.
33. Using this fact, we may compute the sum of magnitude-
squares as

Power(N + 1) = Power(N) — R(N) + R(N +576), (21)
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Fig. 19. Histograms of PID detection under AWGN channel in
SNR values.

different

575

Power(0) = Z R(n),

n=0

(22)

where R(N) is the magnitude-squares of the received signal
sample at time N and Power(N) is the sum as indicated in
Fig. 33.

The compiler automatically utilizes the assembly instruc-
tion MPY2 that computes two 16 x 16 multiplication in
parallel. Hence, the coarse timing estimation needs about
576 x 2 + 1152 x 4 = 5760 multiplications. According to
Table IV, the efficiency of the coarse timing estimation is
(5760 +~ 4 + 7861) x 100 = 18.3%, and Table V shows the
cycle counts for compiler option of optimization level 1, the
efficiency is (5760+2-+-57588) x 100 = 5%. The exection time
of optimization level 1 is worse than optimization level 3 since
the optimization level 1 does not performs loop unrolling,
software-pipleining and call assembly instruction MPY2.

2) Using DSP Library Function for FFT and IFFT [18]:
TI supplies a DSP library that contains the FFT/IFFT function
DSP_fftlexl6r () thatimplements a cache-optimized com-
plex forward mixed radix FFT with scaling, rounding and digit
reversal. The input data x[], output data y[] and coefficients w[]
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Fig. 20. Histograms of PID detection under SUI-1 channel in different SNR
values at a velocity of 90 km/h.

TABLE IV

COARSE TIMING ESTIMATION RESULTS FOR OPTIMIZATION LEVEL 3

Avg. Clock Cycles
7722

139
4756

Functions
Main Loop
Initial Loop
Maximum PowerLevel

TABLE V

COARSE TIMING ESTIMATION RESULTS FOR OPTIMIZATION LEVEL 1

Avg. Clock Cycles
41448

16140
37026

Functions
Main Loop
Initial Loop
Maximum PowerLevel

are 16-bit numbers. The output is returned in the array y[] in
normal order. Each complex value is stored as interleaved 16-
bit real and imaginary parts. The code uses a special ordering
of FFT coefficients (also called twiddle factors). This DSP
library function takes [logy(nz) — 1] x (§ x na +25) + 2 x
nx + 26 cycles and the codesize is 868 bytes, where nx is
FFT size.

3) Speeding Up of ICFO, PID, Fine Timing Estimation:
In integer CFO estimation, we utilize the signal structure



TABLE VI
ICFO, PID, FINE TIMING ESTIMATION RESULTS FOR OPTIMIZATION

LEVEL 3
Functions Avg. Clock Cycles
Sum of CIR 75411
CIR Computation 33705
MaxFixed 33453
Others 6042
TABLE VII
ICFO, PID, FINE TIMING ESTIMATION RESULTS FOR OPTIMIZATION
LEVEL 1
Functions Avg. Clock Cycles
Sum of CIR 406602
CIR Computation 326970
MaxFixed 547848
Others 340204

in the frequency domain, hence we need not compute the
CIR the corresponding with PA-Preamble subcarrier is 0.
Furthermore, we use the same method with coarse timing
estimation to calculate the sum of CIR. Therefore, it is needs
216 x 2 x 3 x 21 = 27,216 multiplications to compute the
CIR and (64 x 2+256 x 4) x 3 x 21 = 72,576 multiplications
to compute the sum of CIR.

According to Table VI, the efficiency of sum of CIR is
(72576 + 4 + 75411) x 100 = 24.1% and the efficiency of
CIR computation is (27216 < 2 <+ 33705) x 100 = 40.4%.
Table VII shows the cycle counts for compiler option of
optimization level 1, the efficiency of sum of CIR is (72576 +
2 = 406602) x 100 = 8.9%, and the efficiency of CIR
computation is (27216 < 2 + 326970) x 100 = 4.16%.

5. DSP Optimization Results

Table VIII shows the number of clock for each function
used in the initial DL synchronization procedures, and number
of clock cycles does not including TI library in this table.
Obviously, IFFT function takes the most percentage of total
cycles, because number of IFFT times is the 21 (ICFO
candidates) x 3 (bandwidth) = 63 times, and IFFT function time
positions would require about 14,000 cycles per time. The
DSP_fftl6x16r () function is already highly optimized.
Table IX shows the number of clock cycles including and
excluding memory access. Table X shows the code size of the
program for different optimization levels. In our system, the
clock frequency of TMS320C6416T DSP is 1 GHz, so the
total execution time of initial DL synchronization procedures
is 1.181 ms.

5. CONCLUSION

In this thesis, we first presented the overall procedure of
initial DL synchronization of the IEEE 802.16m TDD system,
and verified them through floating-point computation. Second,
we implemented the initial DL synchronization to fixed-point
computation and compared the performance with floating-
point computation. Finally, we optimized procedure of initial
DL synchronization on TI’s C6416T digital signal processor.
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TABLE VIII
DSP OPTIMIZATION RESULTS

Functions Avg. Clock Cycles | Percent Total Cycles
Coarse Timing Estimation 10239 0.96
FCFO Estimation 5911 0.554
Compensation 2141 0.2
FFT 14046 1.318
IFFT 884394 82.963
ICFO Estimation 148611 13.941
Remove CP 668 0.063
Total cycles 1066010 100
TABLE IX

DSP OPTIMIZATION RESULTS WITH INCLUSION AND EXCLUSION OF
MEMORY ACCESS

Total Cycles Avg. Clock Cycles
Exclude Memory Access 1066010
Include Memory Access 1168531

TABLE X
CODE SIZE RESULTS
Program Memory
Optimization Level 3 Program Code Size (-03) || 448.613 KB
Optimization Level 1 Program Code Size (-ol) || 439.781 KB
Data Memory Size 327.68KB

In the procedure of initial DL synchronization, we used
coarse timing estimation to estimate the PA-Preamble location,
thus, we obtained the FCFO from the quasi-ML estimation. In
the end, we utilized the characteristic of the power centraliza-
tion of CIR to estimate the ICFO, PID and fine timing offset.

For DSP implementation, we chosen Q7.8 to be our data for-
mat, and verified the performance through simulation results is
close to the floating-point computation. We used optimization
techniques that including preamble character, intrinsic func-
tions and DSP library function to reduce the computation
time. According to Table VIII, if the clock frequency of
TMS320C6416T DSP is 1 GHz, execution time of initial DL
synchronization procedures is 1.181 ms.
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Fig. 21. Histograms of fine timing estimation under AWGN channel in the
different SNR values.
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Coarse timing estimation under AWGN in 0dB with fixed—point implementation.
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Coarse timing estimation under PB at mobility 90 km/h in 0 dB with fixed—point implementatiol
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ICFO estimation under AWGN in 0dB.
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Fig. 31. Histograms of integer CFO estimation under AWGN channel in
different SNR values with fixed-point implementation.



PID detection under AWGN in 0dB.
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Fig. 32. Histograms of PID detection estimation under AWGN channel in
different SNR values with fixed-point implementation.
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Digital Signal Processor Software Implementation
of LMMSE Channel Estimation Method for IEEE
802.16m

Preliminary Draft

ABSTRACT

In this paper, we discuss about IEEE 802.16m OFDMA down-
link channel estimation and adopt SFBC (special frequency
block code) technique to resistant the channel fading. After
that we use DSP fixed-point operation to analysis the perfor-
mance. We present LMMSE channel estimation method in this
thesis. First, we use LS estimator on pilot subcarrier to get the
channel response. And then we use linear interpolation method
to get channel response on other pilot position. After that we
estimate the delay parameters and find correlation function
associate exponential PDP. Finally base on this correlation
function, do LMMSE filtering to estimate the data subcarrier
response. This paper can be separated into four parts. First
we introduce relevant IEEE 802.16m specification. Second,
we introduce LMMSE algorithm. Third, we introduce DSP
implementation environment and modify the floating-point
C code to fixed-point. And then we against the fixed-point
C code to accelerate and optimization. Finally we do the
simulation on AWGN and SUI multipath channel to analysis
the performance.

1. INTRODUCTION

Pilot-aided channel estimation is widely employed in to-
day’s coherent wireless orthogonal frequency-division mul-
tiplexing (OFDM) systems. The subcarriers that carry pilot
signals are usually dispersed in frequency and in time. The
LMMSE technique is also known as Wiener filtering. Given
some initial channel estimates at the pilot subcarriers, the
LMMSE channel estimate at any subcarrier d is given by [3],
(4]

iLd = nghp

6]

with
wa = (Ryp +071) 'rgy

2

where h, is the desired channel estimate; w, is the Wiener
filter; superscript H denotes Hermitian transpose; h,, is the
vector of given initial channel estimates; R,, = E(h,h//),
with E' denoting expectation and h,, being the vector of true
channel responses at pilot carriers; ry, = E(h,h%) with hy
being the true channel response at subcarrier d; o2 is the
variance of additive noise in hy,, assumed white Gaussian (i.e.,
AWGN); and I denotes an identity matrix. A usual method
to estimate pilot response is called least-square (LS) method,
which divides the received signal at each pilot carrier by the
known pilot value there to obtain the pilot response.
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To carry out the LMMSE estimation, we should know
R,p, rap, and 0,21. The estimation of 0121 can be achieved
by measuring the received power at the null subcarriers but
the values of R,, and rg, need more work. One aspect of
the problem has to do with the fact that an accurate estimate
requires averaging over sufficiently many samples. But when
the channel is time-varying, there may not be enough data
point within a coherence time to facilitate this, especially if
the system only transmits a small number of pilots. Another
aspect of the problem of estimating r, is that usually requires
interpolation (which implies approximation) in addition to
averaging. The problem in estimating R,, and rg, makes
strict-sense LMMSE channel estimation impractical in many
cases.

To sidestep the above problem, reference [2] proposed a
method to estimate the power-delay profile (PDP). Taking the
Fourier transform of the PDP give the correlation function in
frequency domain as.

Ry (f) = FIPu(7)]. 3)

For simplicity, we can employ a simple model for the channel
PDP. One such choice is the exponential model [5]-[7], for
which the entire second-order channel statistics are defined
by the mean delay 7, and the root-mean-square (RMS) delay
spread T,,s. Given 7, and 7., as well as U%, one can
calculate R, and rg, and then calculate the Wiener filter
wg. The price paid is that the PDP model employed may be
an oversimplification of the actual situation, which results in
modeling error. But [2] shows that the exponential PDP can
yield good performance for LMMSE channel estimation and is
suitable for various pilot-transmitting OFDM signal structures.

In this paper, we use the method of above-mentioned for
downlink (DL) channel estimation in IEEE 802.16m and
implement on digital signal processor (DSP) platform. In
section 2, we introduce the IEEE 802.16m OFDMA downlink
specification. In section 3, we introduce the channel estimation
methods. In section 4, we introduce fixed point implementa-
tion and optimization methods. In section 5, we discuss the
performance of channel estimation methods by fixed point
implementation for downlink. At last, we give the conclusion
and discuss some potential future work in section 6.

2. INTRODUCTION TO IEEE 802.16M OFDMA

1. Basic OFDMA Symbol Structure in IEEE 802.16m [10]

The Advanced Air Interface uses OFDMA as the multiple
access scheme in the downlink. The material of this is taken



TABLE 1
PRU STRUCTURE FOR DIFFERENT TYPES OF SUBFRAMES

Subframe Type | Number of Subcarriers | Number of Symbols
Type-1 18 6
Type-2 18 7
Type-3 18 5
from [10].

1) OFDMA Basic Terms: We introduce some basic terms
appeared in the OFDMA physical layer (PHY) of IEEE
802.16m. These definitions help us understand the concepts
of subcarrier allocation and transmission in IEEE 802.16m
OFDMA.

o Physical and logical resource unit: A physical resource
unit (PRU) is the basic physical unit for resource alloca-
tion. It comprises P;. consecutive subcarriers by Ny,
consecutive OFDMA symbols. Ps. is 18 subcarriers and
Ngym is 6 OFDMA symbols for type-1 subframes, 7
OFDM symbols for type-2 subframes, and 5 OFDMA
symbols for type-3 subframes. A logical resource unit
(LRU) is the basic logical unit for distributed and lo-
calized resource allocations. An LRU is Ps. - Ngyp,
subcarriers for type-1, type-2, and type-3 subframes. The
LRU includes the pilots that are used in a PRU. The
effective number of subcarriers in an LRU depends on
the number of allocated pilots.

o Distributed resource unit: A distributed resource unit
(DRU) contains a group of subcarriers which are spread
across the distributed resource allocations within a fre-
quency partition. The size of DRU equals the size of
PRU, i.e., P subcarriers by Ny, OFDMA symbols.

o Contiguous resource unit: The localized resource unit,
also known as contiguous resource unit (CRU), contains
a group of subcarriers which are contiguous across the
localized resource allocations. The size of CRU equals
the size of PRU, i.e., P,. subcarriers by Ng,,,, OFDMA
symbols.

2) Frame Structure: The advanced air interface basic frame
structure is illustrated in Fig. 1. Each 20 ms superframe is
divided into four 5-ms radio frames. When using the same
OFDMA parameters as in Figs. II and III with channel
bandwidth of 5, 10, or 20 MHz, each 5-ms radio frame further
consists of eight subframes for G = 1/8 and 1/16. With
channel bandwidth of 8.75 or 7 MHz, each 5-ms radio frame
further consists of seven and six subframes, respectively for
G = 1/8 and 1/16. In the case of G = 1/4, the number of
subframes per frame is one less than that of other CP lengths
for each bandwidth case. A subframe shall be assigned for
either downlink (DL) or uplink (UL) transmission. There are
four types of subframes:

o Type-1 subframe consists of six OFDMA symbols.

o Type-2 subframe consists of seven OFDMA symbols.

o Type-3 subframe consists of five OFDMA symbols.

o Type-4 subframe consists of nine OFDMA symbols.
This type shall be applied only to UL subframe for
the 8.75 MHz channel bandwidth when supporting the
WirelessMAN-OFDMA frames.

Superframe: 20ms (4 frames, 32 AAl subframes)

UL/DL PHY Frame 5ms (8 subframes)

FO F1 | F2 [ F3
-
- N\
-~
- Switching points for D:U=5:3 N\
- r~
- =~ \
- TG / ~ RTG
- ~
-~
- ¥ 3
DL DL DL DL DL UL UL UL
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Frame structure with type-1 and type-3 AAl subframes in TDD mode
for 9, 10, and 20 MHz channel bandwidths (CP=1/8 T,)

Fig. 1. Frame structure for 5, 10 and 20 MHz modes (Fig. 484 in [10]).
TABLE I
OFDMA PARAMETERS (TABLE 794 IN [10])
The nominal channel bandwidth, B (MHz) 3 7 875 10 20
Sampling factor, n 2825 87 87 2825 28/25
Sampling frequency, F, (MHz) 5.6 8 10 1.2 224
FFT size, Nprr 512 1024 1024 1024 2048
Subcarrier spacing, af (kHz) 1094 781 977 10.04 10904
Useful symbeol time, T, (us) 01.4 128 1024 014 014
OFDMA symbol time. T; (us) 102857 144 1152 | 102.857 | 102.857
Number of 48 34 43 48 48
OFDMA symbols
FDD per Sms frame
CPratio. G=1/8 Idle time (pis) 62857 104 46.40 62857 | 62857
Number of 47 33 42 47 47
OFDMA symbols
TDD per 5ms frame
TIG +RIG (us) 165.714 248 1616 | 165714 | 165.714
OFDMA symbol time, T, (us) 97143 136 108.8 07143 97143
Number of 51 36 45 31 31
OFDMA symbols
FDD per Sms frame
CP ratio. G=1/16 Idle time (pis) 4571 104 104 4571 4571
Number of 50 35 44 50 30
OFDMA symbols
TDD per 3ms frame
TIG +RIG (us) 142833 240 212.8 | 142.853 | 142.853
OFDMA symbol time, T, (us) 114286 160 128 114286 | 114286
Number of 43 31 kY 43 43
OFDMA symbols
FDD per 5ms frame
CPratio. G=1/4 Idle time (pis) 85.604 40 8 85604 | 85604
Number of 42 30 37 2 2
OFDMA symbols
TDD per Sms frame
TTG+ RTG (us) 109.08 200 264 100.08 19008
TABLE III
ADDITIONAL OFDMA PARAMETERS (TABLE 795 IN [10])
The nominal channel bandwidth, 377" (MHz) 5 7 875 10 20
Number of guard sub-carriers Left 40 80 80 80 160
Right 30 ke 70 70 159
Number of used sub-carriers 433 865 865 863 1729
Number of physical resource unit (18x6) in a type-1 AAL 24 48 48 48 26
subframe.

The basic frame structure is applied to FDD and TDD duplex-
ing schemes, including H-FDD MS operation. The number of
switching points in each radio frame in TDD systems shall
be two, where a switching point is defined as a change of
directionality, i.e., from DL to UL or from UL to DL.



2. Downlink Transmission in IEEE 802.16m OFDMA[10]

Again this section is mainly taken from [10]. Each DL
subframe is divided into 4 or fewer frequency partitions; each
partition consists of a set of physical resource units across the
total number of OFDMA symbols available in the subframe.
Each frequency partition can include contiguous (localized)
and/or non-contiguous (distributed) physical resource units.
Each frequency partition can be used for different purposes
such as fractional frequency reuse (FFR) or multicast and
broadcast services (MBS).

1) Subband Partitioning: The PRUs are first subdivided
into subbands and minibands where a subband comprises Ny
adjacent PRUs and a miniband comprises N, adjacent PRUs,
where N 4 and N, 1. Subbands are suitable for
frequency selective allocations as they provide a contiguous
allocation of PRUs in frequency. Minibands are suitable for
frequency diverse allocation and are permuted in frequency.

2) Miniband Partitioning: The miniband permutation maps
the PRU ;s to Permuted PRU ;s (PPRUj;ps) to ensure
that frequency diverse PRUs are allocated to each frequency
partition.

3) Frequency Partitioning: The PRUgp and PPRUyp
are allocated to one or more frequency partitions.

3. Cell-Specific Resource Mapping[10]

The content of this section is mainly taken from [10].
PRUpp;s are mapped to LRUs. All further PRU and subcar-
rier permutation are constrained to the PRUs of a frequency
partition.

1) CRU/DRU Allocation: The partition between CRUs and
DRUs is done on a sector specific basis. A 4 or 3-bit Downlink
subband-based CRU Allocation Size (DC ASgsp;) field is sent
in the SFH for each allocated frequency partition. DC ASgsp;
indicates the number of allocated CRUs for partition F'P; in
unit of subband size.

2) Subcarrier Permutation: The subcarrier permutation de-
fined for the DL distributed resource allocations within a
frequency partition spreads the subcarriers of the DRU across
the whole distributed resource allocations. The granularity of
the subcarrier permutation is equal to a pair of subcarriers.

After mapping all pilots, the remainders of the used subcar-
riers are used to define the distributed LRUs. To allocate the
LRUs, the remaining subcarriers are paired into contiguous
tone-pairs. Each LRU consists of a group of tone-pairs.

4. Pilot Structure

1) Pilot patterns: Pilot patterns are specified within a PRU.
Base pilot patterns used for DL data transmission with one data
stream in dedicated and common pilot scenarios are shown in
Figure 3, with the subcarrier index increasing from top to
bottom and the OFDM symbol index increasing from left to
right. Figs. 3(a) and 3(b) show the pilot locations for stream
sets 0 and 1, respectively. The base pilot patterns used for two
DL data streams in dedicated and common pilot scenarios are
shown in Figure 4, where the subcarriers are indexed similarly
to Figs. 3. Figs. 4(a) and 4(b) show the pilot locations for
pilot streams 1 and 2 in a PRU, respectively. The number on
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a pilot subcarrier indicates the pilot stream the pilot subcarrier
corresponds to. The subcarriers marked as “X” are null sub-
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Fig. 3. Pilot patterns used for 1 DL data streams (Fig. 505 in [10]).
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PRBS generator for pilot modulation (Figure 584 in [10]).

carriers, on which no pilot or data is transmitted. In this thesis,
we used the pilot structure for 2 DL data streams.

2) Pilot Modulation: Pilot subcarriers are inserted into
each data burst in order to constitute the symbol. The PRBS
(pseudo-random binary sequence) generator depicted in Fig. 5
is used to produce a sequence wy. Each pilot is transmitted
with a boosting of 2.5 dB over the average non-boosted power
of each data tone. The pilot subcarriers is modulated according
to

Rlcp) =

(

- wk), %{Ck} =0. (4)

w| oo
N =

5. Downlink MIMO Architecture and Data Processing

The architecture of downlink MIMO at the transmitter side
is shown in Figure 6. The MIMO encoder block maps L
MIMO layer (L > 1) onto My MIMO streams (M, > L),
which are fed to the precoder block. A MIMO layer is an in-
formation path fed to the MIMO encoder as an input. A MIMO
layer represents one channel coding block. For the spatial
multiplexing modes in single-user MIMO (SU-MIMO),“rank™
is defined as the number of MIMO streams to be used for
the user allocated to the Resource Unit (RU). For SU-MIMO,

MIMO layers MIMO streams Antennas

Subcarrier
mapper

N | MIMO ; | Precoder | |

| encoder . | . }
—vj—) \/J Vi Subearrier

mapper

Fig. 6. DL MIMO (Figure 547 in [10]).

only one user is scheduled in one RU, and only one channel
coding block exists at the input of the MIMO encoder (vertical
MIMO encoding at transmit side). For MU-MIMO, multiple
users can be scheduled in one RU, and multiple channel coding
blocks exist at the input of the MIMO encoder. The existence
of multiple channel coding blocks at the input of the MIMO
encoder can be caused by either using horizontal encoding
or by using vertical encoding in several MIMO layers or
by using a combination of vertical and horizontal encoding
in several MIMO layers at the transmit side. Using multiple
MIMO layers is called multi-layer encoding.

6. MIMO Layer to MIMO Stream Mapping

MIMO layer to MIMO stream mapping is performed by
the MIMO encoder. The MIMO encoder is a batch processor
that operates on M input symbols at a time. The input to the
MIMO encoder is represent by an M x 1 vector as

S1
52

)
I

4)
SM

where s; is the ith input symbol within a batch. In case of
MU-MIMO transmissions, the M symbols belong to different
MSs. Two consecutive symbols may belong to a single MIMO
layer. One MS shall have at most one MIMO layer.

MIMO layer to MIMO stream mapping of the input symbols
is done in the space dimension first. The output of the MIMO
encoder is an M; x Ny MIMO STC matrix as

X =S(s) (6)

where

e M, is the number of MIMO streams,

¢ Np is the number of subcarriers occupied by one MIMO
block,

o X is the output of the MIMO encoder,

¢ s is the input MIMO layer vector,

e S() is a function that maps an input MIMO layer vector
to an STC matrix, and

e S(s) is an STC matrix.

The STC matrix X can be expressed as

T1,1 T12 L1,Np
T21 T22 T2, N

X — k) ] ] F . (7)
TM; 1 TM,2 TM; Np-



The four MIMO encoder formats (MEF) are space frequency
block code (SFBC), vertical encoding (VE), multi-layer en-
coding (ME), and conjugate data repetition (CDR). In this
paper, we only use SFBC MIMO encoder for implementation,
so we just discuss about relevant SFBC technique content. For
SU-MIMO transmissions, the STC rate is defined as
M
R= Ny 8)
For MU-MIMO transmissions, the STC rate per user (R) is
equal to 1 or 2.
1) SFBC Encoding: The input to the MIMO encoder is
represented by a 2 x 1 vector

_ |51
s= [52] | ©)
The MIMO encoder generates the SFBC matrix
_ |51 =83
X = [52 5 } . (10)

where X is a 2 X 2 matrix. The SFBC matrix X, occupies two
consecutive subcarriers.

2) Signal Reception for SFBC Encoding: In this paper, we
use the SFBC to MIMO stream mapping. Figure 7 shows the
2 x 1 SFBC structure in our system, where s; and so are
transmission signals, P, and P» are pilots, and ¢ indicate the
channel response for antenna ¢ at subcarrier j. We encode
and decode for a pair of subcarriers and use the least-square
method to decode the received signal as

r = Hs + n, s={31], (11)
S2
1 hi1 ha1 S1
=14 N +n, 12
[’”J [hm _hlz} [52} " (12
SAl _ 1 7"1h>{2 +’l"§h21 . (13)
S2 hi1hiy + ho1hby |T1h30 — 15h11

For simplicity we use linear model, where 7; is received signal
correspond to vector r, and H is channel response matrix, and
s; is transmission signal corresponding to vector s, where §;
is the estimation of s;.

3. BASIC CHANNEL ESTIMATION METHODS
1. Least-Squares (LS) Estimator

Based on the a priori known data, we can estimate the
channel responses at pilot carriers roughly by the least-squares
(LS) technique. An LS estimator minimizes the squared error
[11]

ly — Hsx||? (14)

where y is the received signal and x is a priori known pilots,
both in the frequency domain and both being N x 1 vectors
where N is the FFT size. Hyg is an N x N matrix whose
values are O except at pilot locations m; where ¢ = 0,
N, — 1, with NV,, being the number of pilot:

sy,

hmo,’mo e O O
0 Ry omay 0
HLS = 0 07m 0 (15)
0 0 - h

MN,—1,M N, —1
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Fig. 7. SFBC structure.

Therefore, (14) can be rewritten as

[y(m) — 2(m)hps(m)]?, for all m = m,. (16)
Then the estimate of pilot signals, based on only one observed
OFDMA symbol, is given by
y(m) _ x(m)h(m)

z(m) x(m

n(m)

ity

where n(m) is the complex white Gaussian noise on subcarrier
m. We may collect hrg(m) into hy, r,.g, an N, x 1 vector as

hy, s = [hp,£5(0) hp rs(1) -y Ls(N, — 1)]"

= h(m) +

hps(m) = ;r n(m)

(18)
Yp(Np—1)
> xp(Np—1)

— [yp(o) yp(1) .
zp(0) wp(1)’
where hy, 15(7) means the channel response uses LS method
for estimation on ith pilot, and ¥, (¢) means received signal on
ith pilot and z, () means transmission signal on ith pilot. The
LS estimator is a simplest channel estimator one can think of.

]T

2. Linear Interpolation

After obtaining the channel response estimate at the pilot
subcarriers, we use linear interpolation to obtain the responses
at some other subcarriers. Exactly where apply it will be
discussed later. Linear interpolation is a commonly considered
scheme due to its low complexity. It does the interpolation
between two known data. We use the channel estimate at two
pilot subcarriers obtained by the LS estimator to estimate the
channel frequency response information at the pilot subcarriers
between them.

Linear interpolation may be done in frequency or in time.
We only perform it in time. The channel estimate at the other
pilot subcarrier for time index k, mL < k < (m+1)L , using
linear interpolation is given by [12]

he(k) = he(mL-+1) = [hy(m-+1) —hy(m)] =+ hy(m) (19

where h,(k), k =0,1,---, N, are the channel frequency re-
sponses at pilot subcarriers, L is the pilot subcarriers spacing,
and 0 <! < L.
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Fig. 8. Linear interpolation.

3. LMMSE Channel Estimation

We have given a brief introduction to the method in chapter
1. Now we describe it in more detail. The material in this
section is mainly taken from [1], [2].

1) Channel Modeling for Channel Estimation: Consider a
discrete-time equivalent lowpass channel impulse response

-1
n) = Z ad(n —1)
1=0

where n and [ are integers in units of the sampling period T
and «; is the complex gain of path [. The mean delay and the
RMS delay spread are given by, respectively,

(20)

_ Sty Ela?)! o
S E(al)
1=0 l
and
L—1
| Zh B - ) )
™ ms L—]. .
Lo Eleal?)

One question here is how the expectation E(|cy|?) should be
defined. As our purpose is channel estimation, suppose one
channel estimation is performed for K OFDM symbols. Then
the expectation should be an average that is taken over these
symbol, note that we may let £k = 1. In addition, we assume
that the channel estimator input contains no carrier frequency
error, but the PDP can have a nonzero initial delay 79, although
conventional definition of the PDP usually zero out the initial
path delays.

Fourier transforming the PDP gives the corresponding fre-
quency autocorrelation function. For an exponential PDP with
initial delay 7y, we have

Rf(k) 67j27rfrok/N
Rf(0) 1+ j277msk/N
where 79 = 7, — Trms and N is the DFT size used in the

multicarrier system. For a uniform PDP of width T with a
initial delay 7o,

(23)

Ry(k)  e=92mm0k/N gin(aTk/N) 4
Rf(0) 7Tk/N
where 7, = 70+ T/2 and T = /12T, pys.
2) Estimation of Channel Delay Parameters: The fre-
quency response of the channel in (20) is given by
L—1
— Z Oéleijﬂ'lf/N (25)
1=0
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where the division by N in the exponent normalizes the period
of H(f) in f to N. If we advance the channel response by 7
(arbitrary) time units, then the frequency response becomes

L—1
Ho(f) = > NH(f) =) e 20N (26)
1=0
Differentiating H,(f) with respect to f, we get
o L—1
dH, —52 .
df(f) _ ?Vﬂ' Zal(l _T)e—J2Tr(l—T)f/N. 27)
1=0
Applying Parsevals theorem, we get
dH,(f) 5
a2 (| Fe ey - 5 Zl (-2 @3

where < - > denotes frequency averaging. Hence

2)) = ZE ()t = 7)2).

(29)
The above equations show that J(7) is minimized when 7 =
7,.. In addition,

AL () ;

7(7) i

B( (10

N2 min J(7)

42 Y5y Elaul?)
For pilot-transmitting OFDM systems, the below given a way
to find 7, and 7., from the frequency domain channel
estimate.

Consider a system where one out of every Fy subcarriers
is a pilot. We can approximate dH,(f)/df by the first-order
difference, [H,(f + Fs) — Ho(f)]/Fs and substitute it into
(29). Then, we obtain

2 —
Trms -

(30)

()~ B H(f + B~ HDP) @D

P
where ¢ = 277F, /N, f takes values only over pilot frequen-
cies, and < - >, denotes averaging over pilot subcarriers.
Then we modify the approximation by taking circular differ-
encing over f rather than linear differencing. Therefore, we
approximate .J(7) by

T(r) ~ B\ H (f + F)%N) — H(PP) ()

s p

where % denotes modulo operation, and we have assumed
that (f + F5)%N is a pilot subcarrier. Now let R; be
the (instantaneous) frequency-domain autocorrelation of the
channel response:

Ry = (H((f +iF) %N)H*(f)>p- (33)
Then from (32) we have
T(r) ~ 2 [E(Ry - R{PE(R)D]. G4

F2?
Then (34) gives an approximation of .J(7) defined in (29).
According to (34), 7, and T..,s can be estimated in the
following way:

1) estimate the channel responses at the pilot subcarriers,



2) estimate R; (i =0,1),
3) estimate J(7), B
4) find the value of 7 that minimizes J(7), and

5) substitute the result into (30) to estimate 72 ..
Step 1 can be achieved using the LS method. For step 2, Ry

and R; can be estimated via

Ro=([H(f)?) —0%, Ry = (H((f+F) GNH())) ,

! (35
where we assume that J?L has been estimated in some way,
such as from the received power in the null subcarriers. Thus,
for step 3, J(7) can be estimated using

2
n’

Talr) 2 2 [Av(Ro) ~ R{eAv(R))]  G6)

where Av denotes time averaging, i.e., averaging over OFDM
symbols say k. For step 4, we may estimate the mean delay

as
_ NZAU(Rl)

21 F

which also yields min J4,(7) = 2[Av(Ro) — |Av(Ry)|]/F2.

7, 2 argmin J g, () = , 37

Finally, for step 5, in view of (30) and that Ry =<
|H(f)|? >p, we may estimate 7,5 as
N [Av(Ry)|
rms — 2|:]. - . 38
7 27TFS \/ AU(Ro) ( )

3) LMMSE Filtering: To complete LMMSE channel esti-
mation, the above estimates of delay parameters, namely, 7,
and 7,5, can be substituted into proper places in (23) or (24)
depending on the choice of PDP model. Then the resulting
autocorrelation function of channel frequency response can be
used in LMMSE channel estimation as outlined in chapter 1.

4. Application to IEEE 802.16m

As mentioned previously, We employ the technique of
[1], [2]. The LMMSE channel estimation for IEEE 802.16m
proceeds as follows.

1) Do LS channel estimation at pilot subcarriers of all used
PRUs.

Linearly interpolate in time to acquire two additional
channel estimates per PRU per symbol, as shown by the
arrows in Fig. 9.

Estimate Ry and R; as explained below.

Estimate 7, and 7,,,s as discussed below.

Find the autocorrelation function associated with the
exponential PDP as

Ry(k) e
Ri(0) 1+ 327Tmsk/N’

where 79 = 7, — Trms and N is the DFT size used in
the multicarrier system.

Based on the above autocorrelation function, do
LMMSE filtering to estimate the data subcarrier re-
sponses as

2)

3)
4)

—j2nTok/N

(39)

6)

wg = (Ryp + 02I) " 'ry,, (40)

hg = whh,. (41)
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Fig. 9. Linear interpolation in time domain for 16m downlink signal.

Let H(f) denote the resulting channel estimate at pilot sub-
carrier f from step 1. Let 02 be the variance of additive
white gaussian noise (AWGN) at the pilot locations and linear
interpolation from two pilots in step 2. For step 3, Ry and R,
can be estimated via

2

Ro=(|H())?) 0% Bi=(H((f+F) %N)H*(f)>5,
(42)

where <|H (f )|2> is the averaged magnitude-squares of esti-
P

mation pilot subcarrier channel responses, o2 is the estimated
noise variance at pilot subcarriers, and F; = 8 (there is one
pilot subcarrier every 8 subcarriers in IEEE 802.16m). For step
4, we may estimate the mean delay as

NZA’U(Rl)
=, 43
Tu o F, “43)
And we may estimate the RMS delay spread as
N [ Av(Ry)|
s = 2[1—7, 44
Trms o F, \/ AU(R()) (44)

in our present work, we do delay estimation based on only
one OFDM symbol for simplicity and for better performance
in a time-varying channel. Hence we estimate Ry and R; for
each OFDM symbol separately.

4. FIXED-POINT IMPLEMENTATION AND OPTIMIZATION
METHODS

In this chapter, we discuss some technique issue concern-
ing our fixed-point implementation and some optimization
methods to reduce the run time. Before the above, we first
introduce the basic concepts of fixed-point and floating-point
arithmetic. What is their difference? What are the advantages
and disadvantage of fixed-point calculation? After these, we
propose some techniques regarding C code implementation
and optimization.
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1. Nonlinear Function Implementation

In our implementation, we will need to carry out the compu-
tation of some function that are implemented the math library
of C as subroutines. These subroutines may take many CPU
cycles to execute. We can use some technique to avoid calling
these subroutines and save cycles. We discuss the techniques
below. Specially, the functions that we are interested in are
sqrt(), sin(), cos(), and arctan().

1) Table Look-Up Method: A simplest method to imple-
ment a mathematical function is to use a look-up table. First,
we build a table which contain the desired number of output
values for the function. Then, we only need to enter the proper
input index to get the answer from the table. But table size
determines the needed memory space. If we want to have
more output precision, then a larger table needs to be limit.
Therefore, we have to know what range of input and output
values that we need. When know there ranges, we can prevent
wasting of unnecessary table space. Table look-up offer a
simple method to replace calling library, but its precision
depends on the table size. If the memory size is very limited,
then it may not have enough space to store a table with the
desired precision.

2) Mixed Method [14]: Mixed method is a trade off
between table look-up and computation, which is based on
table look-up but calculates the output value further by linear
interpolation as shown in Figure 10. First, we have to build
two tables of reduced size compared to the full-precision table,
one is to record the function outputs and the other to record
the slopes between pairs of input values. See Figure 10. If we
want to know the corresponding output of X, we can get the
answer by calculating the distance between X and X; and the
slope between X; and X5. Adopting this technique, we can
use a little computation to exchange for more precision.

2. Q-Scaling Flow Chart

Figure 11 shows the flow chart of the channel estimation
procedure together with the scaling factors of key variables.
The channel estimation method has been introduced in chapter
4. The scaling factor have been designed based on theoretical
analysis and they are determined so that a highest possible
computational accuracy can be maintained without overflow.

45

Fsymbol_response_real (Q13)  Fsymbol_response_imag (Q13)
(for each pilot) (for each pilot)

Channel_response_real (Q13) | Channel_response_imag (Q13)
(for each pilot) (for each pilot)

Channel_response_real (Q13) | Channel_response_imag (Q13)
(for all pilot) (for all pilot)

Pilot extraction

PS. Rmstemp = /3—12(1— %)

Y

Correlation function calculate

\

Pilot Interpolation

RH_real (Q14) RH_imag (Q14)
| Ry & R;calculate |
Wiener Coefficient calculate
RO (Q15) R1_abs (Q15)
y W_real (Q15) ‘ W_imag (Q15)
| Rmstemp calculate |
Data response calculate
Rmstemp (Q15)

\

Channel_response_real (Q13)(for Data)

Angle caculate Channel_response_imag (Q13)(for Data)

Angle (Q13)

Fig. 11. Q-scaling flow chart for LMMSE channel estimation.

3. DIV _fixed Function Analysis

For fixed-point DSP implementation, we should try to avoid
divisions. This is because the DSP does not have a hardware
divide but call a library subroutine to carry out the division,
which cost quite a few CPU cycles. If one wants to calculate
x/y for some y many times, it is advisable to calculate the
reciprocal of the divisor and record it first. Them we can
calculate x/y for any z. This can reduce a large amount of
cycles. In this work, we use divisions in several place which
can reference to Fig.11: 1 division to calculate Rmstemp, 1
division for arctangent function to calculate angle, 17 divisions
to calculate the correlation function, 4 divisions for Levinson-
Durbin parameter calculation and 6 divisions for each data
response calculation, totalling to 14+ 14 17+ 4 + 6 x 15(data
subcarrier number) = 113 divisions in theory for each OFDMA
symbols.

But sometimes to calculate the reciprocal of the divisor
would incur two problems. First is about overflow. For ex-
ample, suppose we want to calculate 1/y and scale to Q13
and y uses Q14 scaling. Then
227

! (@1
, = @Bk = e = 3

range of Y : 1 to 2'° (assume Y is positive),
range of K : 212 to 2%7.

k=

As for range of K, we have to use integer type for record K.
If we want to reuse that, for example Z/Y = Z x K (however
Z is short or integer type), we have to readjust the K scaling
to avoid overflow. The second problem is about precision. For
example, if we want to calculate 1/y and y is scaling to Q28,
we can only get Q4 (assume y is positive) precision for result
of 1/y at most. To avoid overflow and promote the precision
of 1/y, we design a subfunction which named DIV _fixed.
Figure 12 shows the structure of that. Left branch can solve
overflow problem and right branch can promote the precision
of 1/y.



Short DIV_fixed (short In_order , int input , short *Out_order )

| DIV_fixed function |

!

% Input=0? |
No
Q=32767 v
QOut_order =-16 Q ;2 /anut
return Q R=2"-(Q*input)

ji=o

| Q>32768 ? |

—~ [ |
Yes
Q|=Q'>]>1 R < input ?
=it
Out_order Q=Q=<<1
=30-In_ouder - i i=i+1
Q=Q+1  *T— a=oTT
Q=Q>>1 R=R - input
return Q R=R<<1
Q=Q<<1
i=i+1
Out_order
=30 - In_ouder +1
Q=0Q+1
=Q>>1
return Q

Fig. 12. DIV_fixed structure

4. Implementation and Optimization

In this section we discuss the implementation and optimiza-
tion of the channel estimation method whose flow chart has
been given in Figure 11.

5. Channel Estimation at pilot Subcarrier

When we have received the signal, we first use the LS
method to estimate the channel response at each pilots. Fig-
ure 13 shows the original version of pilot extraction function.
In Figure 13 we observe that there are two parts that can
be improved. One is about indexing. PilotPosition is an array
which indicates the pilot positions of all the symbols, but
using an array would result in some CPU cycles to obtain
the desired values therein, so we try to avoid it. Because these
pilot positions has regularity in 16m, we replace PilotPosition
with the actual values, which is the first modification. The
second modification is to replace division by multiplication.
Figure 14 shows the final version of the same code section
and Table IV shows the clock cycles for this function, where
Excl.Total cycle means total number of cycles for all exe-
cutions excluding function calls. The CCS can provide two
different cycle data for reference, one with function aspect,
and the other with loop aspect. In the former one can see the
cycles for the function in the code, and in the latter, the loops
we have broken the code from one loop in the original version
into three loops in the modified version, but the total cycles
are now less than the original version.

To evaluate the efficiency, note that there are two multipliers

46

void pilot_extraction { int SymbolNumber,short =PilotPosition.short *PilotValue,
013 *Fsymbol_fixed_real .013 xFsymbol_fized_imag,
013 *Channel_response_fixed_real,013 *Channel_response_fixzed_imag )
{
short 1i;

For (1=0:i<48;i++)
i

Channel_response_fized, real[PllotPcE)t)un[l]]
~ixFsymbol_fized_real [PiletPosition[i]] # ( 4 - (PilotValue[PiletPasitien[i]]<<3] ):
Channel_response_fixed imag(PilotPosition (i
-3*Fsymbol_fized_imag [PiletPosition[i]] ~ ( 4
T

]]
- (PiletValue[PilotPosition[i]]4<3) )

}

Fig. 13. C code for pilot subcarrier channel estimation before modification.

Q13 *Fsynbol_fixed_inag

void pilot_extractian ( int Synboliusber.Q13 xfeyabol fized real
13 (013 *Channel response_fixed inag )

#Channe] _response_fixed_real
T ahort . subt rane_symboltunber:
3£ (Synbo 1 iunber%20 <5 )
subfrane_synbollunber = Synbolfunber % 2
Slse if((4<SynbolNunber’28) & (Symbollumber%28c23))
subtrame_synbolNumber = (SynbolWumber % 28 — §) % 6:
dise 14((22cSyabol Nunberod) & (Symbollanbers26))
subfzane_synbolNunber = (Synbollunber % 28 — 23) % &;
if ( subframe_synbolWunber==0 || subfrans_symbolHunber ==3 )
for(i=0;icit i4t)

Channel_response_fixed real[16%i]
=(013)(("(int)( Foynbol fixed real[18xi] = PilotValus_T1_0[i]) +2)>>2);

hannel_responss_£fixed_inag[i

-(913)(( (int)( Fsynbol fixed_ mag[mu] = PilatValus_T1_0[i]) +2)332):
¥
else if( subfrans_synbolWumber==1 || subfrans_synbolNunbsr ==4 )
for(i=0;ic8 i)
Channel_response_fixed real[16+18%i
=(Q13)((" (int)( Fsynbol fized xeal[lsnan] = PilotValue T1 1[i]) +2)»>2);
Channel_response_fixed_inag[16+18%i]
=(013)( (" (int)( Fsynbol fized inag[lé+iixi] = PilotValus TI_1[i]) +2)>>2):
) b
else
for(i=0;icd8 i)
T Channel _response_fined resl[i+l6%i
=(013)((" (int)( Fsynbol fixed IEal[BHB*)] = PilotValus_T1_2[i]) +2)>>2);

Channel_response_£ixed_inag8+18%i]

=(013)(("(int)( Fynbol fized inag[3+18%i] = PilotValus T1_2[i]) +2)>52):

Fig. 14. C code for pilot subcarrier channel estimation after modification.

on C6416 chips. If the two multipliers can work in parallel
without stall, the required cycles are Symbols x SNR x PRU
x multiplications = 28 x 11 x 48 x 1 = 14784, so the efficiency
is 14784/63509 = 23.3%. The performance is less than ideal,
maybe which can improve in the future.

6. Time-Domain Interpolation of Pilot Channel Responses

After we get channel response for each pilot, we should
do linear interpolation in time to get the channel responses as
shown in Figure 9. To optimize this function, we can replace
the constant divisions with multiplications. Figures 15 and 16
show a part of the original version and the modified version
interpolation code, respectively. Table V shows the resulting
cycle. To calculate efficiency, if the multipliers can work in
parallel without stall, the require cycles are Symbols x SNR x

TABLE IV
PILOT SUBCARRIER CHANNEL ESTIMATION CLOCK CYCLES
COMPARISON
Symbol Type Excl. Total cycle
. Function 579032
Original
Loop 396311
Function 465605
. . i Loop (1) 91234
First modification Loop 2) 90470 258046
Loop (3) 76542
Function 102462
. R Loop (1) 22385
Second modification .
Loop (2) 22982 63509
Loop (3) 18142




TABLE V
PILOT INTERPOLATION CLOCK CYCLES COMPARISON

Symbol Type Excl. Total cycle
Original Loop 485433
Modified Loop 113784

else if (SymbolNumber2o
Weight = 25530;
for(i=0;i<48;:i+
{

)
Gyl 795E)

channel_real_pre[S][i
channel_imag_pre[5][i

]=channel_response_real [PilotPosition[
]=channel_response_imag [PilotPosition[

i]1]s
111
}
for(i=0;i<48;i++)
{
channel_response_real [PilotPosition_O[i
=(channel_real_pre[0][i
+channel_real_pre[3][i

11
]-channel_real_pre[3][i])-3

1:

channel_response_imag [PilotPosition_0[i]]
=(channel_imag_pre[0][i]-channel_imag_pre[3][i])/3
+channel_imag_pre[3][i];

channel response_real [PilotPosition_1[i
=(channel_real _pre[4][i
+channel_real_pre[1][i

] 7channelirealipre][]1] [1]1)73

1:

channel_response_imag[PilotPosition_1[i
=(channel_imag_pre[4][i
+channel_imag_pre[1][i

11
]-channel_imay_pre[1][i])-3
1:

channel_response_real [PilotPosition_2[i

11

=channel_real_pre[7][i]:

channel_response_imag [PilotPosition_2[i]]=channel_imag_pre[2][i]:
i

}

Fig. 15. C code for pilot channel response interpolation before modification.

else if(SynbolNunber¥2i==10)
{

welght = 25939

QAECE,
far{i=0;1i¢ +)

FIEEF

i]-channel_response_real[8+18=i]:
i]=channel_response_inag[#+18%i]

channel real pre[&][
channel_imag_pre[5][
¥
for(i=0:i<if: i)
{
channel_response_real[16wi]
=(Q13) ({int) ((channel_real pre[0][i]-channel_real_pre[3][1])*10923 + 16384)>315)
+channel_real_pre[3][i]:
channel_response_imag[18%1]
=(Q13) ({int) ({channel_inag_pre[0](i]-channel_imag_pre[31[1])*10923 + 16364)>>15)
+channel_imag_pre[3][i]:
hannel_response_real[16+18%i]

(013) ((int) ({ohannel real profi

|-channel_real_pre[1][1])*10923 + 16384)5515)
+channel_real_pre[1][i]:

jiss
1]

channsl_response_inagl 16+16%1]
=(013) ((int) ({channel_inag_pre[i][i]-channel imag_pre[1]1[i1)*10923 + 16304)5315)
+channel”"inag pre[1][i]:

channel_response_real[E+18%i]=channel_real pre[2][i]

Channel_response_imagl 3+16%i]=channel_inag_pre[2][il:
i
i

Fig. 16. C code for pilot channel response interpolation after modification.

PRU x multiplications = 28 x 11 x 48 x 4 = 59136. Efficiency
is 59136/113784 = 52%. The efficiency has exceeded fifty
percent, the performance looks better.

7. Calculation of Ry and R,

After we calculate channel response for all pilots, we
do LMMSE channel estimation for the data positions. First
we should calculate the autocorrelation values Ry and Rj.
Because Ry and R; are used in subsequent computation, their
precision is very important. So we let them be Q15 to have
maximum fractional bits allowed in 16-bit fixed-point format.

8. Rmstemp and Angle Calculation

We use the Ry and R; to calculate mean delay and RMS
delay spread which are combination by Rmstemp and the angle
of R;. Rmstemp is given by

Rmstemp =
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Frequency domain Time domain
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Fig. 17. Correlation function shapes in the time domain and the frequency
domain.

which is a reduced parameter and which has positive propor-
tional with RMS delay spread. The fixed-point implementation
methods to calculate Rmstemp and angle has been discussed
in sections 4.1.2.

9. Correlation Function Calculate

When we have the Rmstemp and the angle, we can use
them to calculate the correlation function in the frequency
domain. But in fixed-point implementation, because of nu-
merical errors, some results may violate the physical meaning.
Figure 17 illustrates its shapes in time and frequency. From
the left plot, we see that the amplitude of RH[0] = Ry is its
maximum value in the frequency domain. So we set a limit as
follows: if |RH[i]|? |RH|i — 1]|?, then let RH realli] =
RH _real[i — 1] and RH _-imag][i] RH _imag[i — 1], for
1< <1

10. Wiener Coefficients Calculation

We use the correlation function to calculate the autocorrela-
tion R, and the crosscorrelation rg;,. As for the Wiener filter
coefficients, we need to calculate the inverse matrix of R,,.
We consider three methods: Gauss elimination, the direct for-
mula method, and the Levinson-Durbin method. Recall that the
Wiener filter coefficients as given by wgq = (R, +021) " 1ry,,
where by the 16m signal structure, (R, + 02I) is a 3 x 3
matrix given by

"RH[0] + 02 RH[S]  RH[16]
R2R,, +ol= | RH[S]* RH[0]+02 RH]]
| RH[G*  RH[S]* RH[0]+ o2
Ry Rg Rig
— | Rt Ry Ry
_RT6 RE Ry

1) Gauss Elimination: Figure 18 shows the process of
Gauss elimination. Because R is a covariance matrix, it inverse
has a Hermitian structure. For this reason, we only need to do
the elimination six times to get the whole inverse matrix. But
in this process, we can not control the numerical ranges of
the values, so it is hard to give these values a proper scaling.
After we complete the process, we may lose a large amount
of precision in the process. So we also consider other methods
to have better control over the scaling of values.
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Fig. 18. Gauss elimination process.

2) Formula Method: The formula method is useful in
computation of the inverse of small matrix. It is given by

‘Ro R&‘ Rg Ro| |Rs R

Rg Ro| |Rs Rig| |Ro Rs
-1_ L ||RisRo ‘Ro Rlﬁ’ R§ Rs 5)

|det| || Rg Rs| |Rig Ro | |Ro Ris

R: Ro| |Riy Ry ‘Ro Rg

Rt | Ro Rs| |RRo

The key issue lies in the multiplication by Ry, Rs and Rje.
To avoid overflow, we should downscale Ry, Rg and Rig to
Q9 (from the original Q14), which means significant loss in
precision as result, we do not use this method in the final
implementation.

3) Levinson-Durbin Method [15] : The Levinson-Durbin
method is a common method for Toeplitz-shaped covariance
matrix inverse calculation. Its advantages are a lower com-
putational complexity than the Gauss elimination method in
the case of large matrix and simple stability check [15]. We
use short type and Q15 scaling for all parameters shown
in Figs. 19 except wy 0, wi,1, Fo. P1 and P». Short type
using can accelerate the operation speed and Q15 scaling can
maximize the precision. For wy 9, wi,1, Py, P1 and Po, we
let them to Q14 scaling analysis. We modify the formula in
[15, pp. 377-378] to accommodate complex values and the
process is shown in Figure 19. We divide the process into two
functions, the upper function responsible to calculate ki, ko,
az,1, Py, P1 and P». Another function Levinson — Durbin
calculates parameters remains. Figure 20 shows the imple-
mentation functions for Levinson-Durbin method. Because we
do fixed-point implementation, we should set some limits
to prevent overflow. Figure 21 shows the restrictions on
Levinson-Durbin computation for fixed-point implementation.

4) Lower Bound on Noise Variance: Because of numerical
errors in fixed-point calculation, when the SNR is high, too
small noise variance in the covariance matrix may cause it to

48

r(0) r) r@) Wa0 p(0)
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Fig. 19. Basic Levinson-Durbin process for complex numbers.
R=r(0)
r'@
a,; =k
R=@1k F)xR
=l @axr
R
&) :an_k1xa;1
8, =k,
P, =(-1k, [)x R
Levinson_ Durbin(short* p, short* P, short* k, short*\W)
(
0)
Woo =Co
_ PM-3,% p(0)
TR
W =Woo-81,XC;
W, =6
_ P(2)-3,,%p(0)-a,,% p(1)
@ P
2
Woo =Wo=8,,XC,  Woy = W;-8,XC,  W,= G
}
}
Fig. 20. Implementation functions for Levinson-Durbin method.

become singular and hamper its inversion. So we set a lower
bound to noise variance therein. Assume the original noise
variance is o?. Let there be a compensation noise variance
is o2. Then the total noise variance is 02 = 07 + o03. The

covariance matrix becomes



if (Re{p(1)-a,x p(0)} > R,) if (Re{r’ (2-a,r' ()} >R) if ( Refa, —kxa,} >32767)
{ { 1
Re{} =32767;Q15) Refie} =32767;Q15) Refa,} =32767:Q15)
Im{c} =0; Im{k} =0; Im{ay} =0
} } )
dee if (m{ p) -a,x pO)} > ) | [dseif (M{r@)-a, W)} >P)| [y s (im{a, ~kxa)} >32767)
{ {
Im{c} =32767; Im{k} =32767; ( im{ay} <a276T:
Refc} =0; Refk,} =0; Refa,} =01 !
} } '
dse dse }d
{ ( ®
_ p)-a,x p(0) @-axr @ .
T k B a,=a,~kxa,
} } }
if (Re{p(2)- @,* p(0))- @ P)}> P,) if(R=0)
{
Ref{c,} =32767;Q15) {
Im(c} =0 L O
R (2% KO- (@ P} > P) Reg@ S5, Il i
—(@,% % 2 2
( GO LR as I |
Im{c} =32767; W=R'xp
Refc} =0; }
}
dse d=e
{ {
2)-(a,,% p(0 x p(1)
g:%ﬁ@ﬂp()) FI:(]-_“(lF)(F:)
} }

Fig. 21. Necessary precautions to maintain stability on fixed-point imple-
mentation for Levinson-Durbin method.

[RH[0] + 0} + 03 RH[8] RH[16]
R = RHI8]* RH[0] + 0} + 03 RH[S]
| RH[16]" RHI8]* RH[0] 4 o} + o3
[ RH[0] + 02 RHI8] RH[16]
= | RH[8* RH[0]+02 RH[S
RH[16]*  RH[8]* RH[0]+ o2

This way of lower-boundary the noise variance, however, leads

to an error floor in the channel estimation performance. In

our experiments, for the downlink system, a lower bound

of o2 (Q16)7000 (SNR 9.714) dB would get the

better performance. For uplink system, a lower bound of
= (Q16)9000 (SNR = 8.622) dB is better.

At last we offer a possible solution for error floor. We
can maintain the original noise variance in matrix R but
compensate a little noise variance on ¢y and k1, where ¢y and
ki1 are parameters in Levinson-Durbin method and which has
discussed in Section 4.10.3. By reducing the amount of noise
variance compensation mights be possible to let error floor
slightly, but we do not validate the performance are there on
this way, maybe which can implement in future work.

11. Data Channel Response Calculate

After we get the Wiener filter coefficients, we use them
to calculate the data subcarrier channel responses. For opti-
mization, Figure 22 shows the original code. We can employ
the method used in Section 4.5 to replace the PilotPosition.
Another optimization is replacing the pointer. Because we save
the Wiener filter coefficients in an array, when we call them
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Rdp_real [0]-RH_real[15];
Rdp_real[1]=FH_real[7]:
Rdp_real [2]-FH_real(1];
Rdp_imag[0]= RH_imag[15]:
Rdp_imag[1]= BH_imag[7]:
Rdp_imag[2]--1%RH_imag[1];

Levinson_Durbin( Rdp_real. Rdp_imag, k_real, k_imag F_MSE, W_real, W_imag); 075

for(i=0;1<48;1++)
{

channel_response_real [PilotPosition_0[i]+15]
-(913) (( (int) (w real[0]*channel_response_real [PilotPosition_0[
~W_imag [0]*channel_response_imag [PilotPosition_0{
+i_real[1]*channel_response_real [FilotPosition_2[
—W_imag [1]*channel_response_imag[PilotPositien_2[i
+_real[2]*channel_response_real [PilotPosition_1[i
~W_imag [2]*channel_response_imag[FilotPosition_1[i

i]]
i]]
i]]
1]
1]
11 ))>>15)

channel_response_imag[PilotPosition_0[i]+15]
=(013) (( (int) (W_real [0]*channel_response_imag[PilotPosition_0[i
+W_imag [0]*channel_response_real [PilotPosition_0[i
+W_real[1]*channel_response_imag[PilotPosition_2[i
+W_imag[1]*channel_response_real [PilotPosition_2[i
+_real[2]*channel_response_imag[FilotFosition_1[i
+W_imag[2]xchannel_response_real [PilotPosition_1[i

11
11
11
11
11
11 0)>>18)

Fig. 22. C code for data subcarrier response calculation before modification.
Rdp_real [0]=RH_real[15]:
Rdp_real[1]=RH_real[7]]
Rdp_real[2]=RH_real[i]:
Rdp_imag[0]= RH_imag[15]:
Rdp_imag[l]= RH_imag[7]:
Rdp_imag[2]=—1*RH_imag[l]:
Levinson Durbin{ Rdp _real Rdp_imag k_real .k _imag,P_MSE U_real W_imag):
tEmpZ_lmag = mag[Z],
for(i=0;i<40; i)
channel response_real[10*i+10]
=(013)(( (int)(templ_real*channel responze_real[l0*i]
—tenpl_inag*channsl_response imag[lixi]
+tenpl_real*channel response_real[8+10%1]
—tenpl_imagxchannel response_imagl24+10%1 ]
+tenp?_realxchannel_response_reall[ 16+15=i
—tenp?_imag=channel _response_ mag[1s+1an] Y416384)>518)
channel_response_imag[18%i+15]
=(013) (¢ (int){tenpl_real*channel_response_imag[18%i]
+tenpl_imag*channsl_response_reall 16%i]
+tenpl_real*channel_response_imag[ G4+16%1]
+tenpl_imsg*channsl response_reall G410%1]
+tenp?_resl*channel _response_imagll6+10%i]
+tenp2_imag*channel response _real[lo410%i] )+16384)>215) ¢
3
Fig. 23. C code for data subcarrier response calculation after modification.

for multiplications, we have to use an array pointer to obtain
their values, which result in multilevel data loading and cost
large amount of cycles. So we first place the Wiener filter
coefficients into temporary registers as shown in Figure 23 and
use the temporary registers for multiplication. Table VI shows
the cycles and efficiency evaluation of all the modifications for
data subcarrier response calculation, the field names Rounding
means we consider the rounding effect in our program, we can
see it would increase additional cycles. The average efficiency
for fifteen data subcarrier can be calculated by : Symbols x
SNR x PRU x multiplications = 28 x 11 x 48 x 6 = 88704.
Efficiency is 88704/143896.8 = 61.64%. We can see good
performance from the result.

12. Summary

According to the above discussion, we reduce the total clock
cycle time and code size successfully. Finally, DSP C6000
compiler compile our C code and packages to a out file,
which size is 273 KB. Table VII shows the clock cycles for
all C code functions. Incl.Total cycle means total number of
cycles for all executions including function calls. Subfunc-
tion channel_estimation_fixed includes all the functions
described in Figure 11. And subfunction interpolation in-
cludes all the function described in Figure 11 except pilot
subcarrier channel estimation. Subfunction main deals with
SNR and symbol number setting. ParameterTable record
the pilot value. Because of we do not write all the C code



TABLE VI
DATA SUBCARRIER CHANNEL RESPONSE CALCULATION CLOCK CYCLES
COMPARISON
Method Original PilotPosition Pointer Rounding
Carrier index (0~17) replacement replacement

0
1 425236 165841 166629 166265
2 426580 167244 165088 172172
3 426662 166937 164780 166529
4 426580 168685 163758 163720
5 428428 152192 112763 132963
6 425003 103918 106876 135828
7 423856 152460 107986 142604
8
9 423707 152460 113960 135828
10 426844 152460 113960 136064
1 424082 152460 113960 135828
12 425275 152460 106876 135828
13 426272 152460 105028 132992
14 424580 149819 104798 132913
15 423620 149720 104296 133090
16
17 424202 152460 113960 135828

Average 425401.133 152771.733 124314533 143896.8

Efficiency 20.85% 58.06% 71.35% 61.64%

as functions, so we just approximate the proportion for total
cycles. Table VIII shows the proportion for total cycles without
considering TI library.

The original C code without any optimization needs
13340267 clock cycles for calculation, after our optimized
methods as describes in this chapter, which just need 9587041
cycles. We reduced to approximate 72% cycles of the original
program. We try to find the required time per OFDMA symbol,
the required cycles are total cycles counts x clock cycle time
+ (SNR x Symbols) = 9587041 x 1072 = (11 x 28) =
31.13(ps), and OFDMA symbol period are (FFT size + CP
length + sampling frequency = 1152 + (11.2 x 105) =
102.86(ps). In the other word, we only use 30% symbol period
for channel estimation, which remains 70% symbol period for
the other use, just like channel coding, synchronization, etc.

5. FIXED-POINT SIMULATION RESULTS
1. System Parameters and Channel Model

Table IX shows the parameters used in our simulation work.
For the downlink, TDD frame length = 5 ms, DL subframe
size = 1 preamble + 28 OFDM symbols, and 48 PRUs are
used in transmission. In addition to AWGN, we use SUI-2 and
SUI-5 for simulation. Their channel profiles are as shown in
Tables X. Erceg et al. [13] published a total of 6 different radio
channel models for type G2 (i.e., LOS and NLOS) MMDS
BWA systems in three terrain categories. The three types in
suburban area are:

o A: hilly terrain, heavy tree,
o C: flat terrain, light tree, and
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TABLE VII
DOWNLINK CHANNEL ESTIMATION CLOCK CYCLE TABLE FROM THE
FUNCTION ASPECT

Symbol Name

Levinson_Durbin

Access Count
8932
308

oydleTotd: Indl. Totel
5056491
9115806

ydleTotal: Excl. Total
3502638
3364697

Symbol Type
function

37.47%
35.10%

interpolation function

_divi <Ti Library> function 56634 1206137 1206137 1258%
memcpy <Ti Library> function 11764 707276 707216 7.38%
Sin_Fix function 5202 315037 315037 329%
pilot_extraction function 308 104926 97842 102%
Cos _Fix function 2601 241925 84410 0.88%
_divu<TI Library> function 2396 53733 53733 056%
main function 1 26976923 41298 0.43%
Aten_Fix function 305 40006 31169 0.33%
channel_estimation_fixed function 341 9262628 29917 0.31%
DIV _fixed function 272 32249 23817 0.25%
_remi <TI Library> function 1232 20798 20798 022%

13696
2556
1159

861
9587041

function 350 13696 0.14%
2556
159

861

Sqrt_Fix
SqrtTable
AtanTable

function 0.03%

0.01%
0.01%

function

SinTable function

Total required cycles

TABLE VIII
DOWNLINK CHANNEL ESTIMATION CLOCK CYCLE PROPORTIONAL
DISTRIBUTED
Function name Percentage

Pilot subcarrier channel estimation 1.69%

Time domain interpolation of pilot channel response 4.66%

Cdculaion of Ryand Ry 3.22%

Rmstemp and angle calculation 1.11%

Correlation function caculate 7.19%

Wiener coefficient calculation 29.04%

Datachannel response calculate 46.64%

Remains 6.45

o B: between A and C.
The correspondence with the so-called SUI channels is:

o C: SUI-1, SUI-2,

« B: SUI-3, SUI-4, and

o A: SUI-5, SUI-6.
In the above, SUI-1 and SUI-2 are Ricean multipath channels,
whereas the other four are Rayleigh multipath channels. The
Rayleigh channels are more hostile and exhibit a greater RMS
delay spread. And the SUI-2 represents a worst-case link for
terrain type C. We employ SUI-1 to SUI-6 model in our
simulation, but we use Rayleigh fading to model all the paths
in these channels.

2. Validation with AWGN Channel

We verify the correctness of the program code by simu-
lation AWGN channel transmission. Both SISO and SFBC
MIMO transmission are consider. We run 10° symbols in
each simulation to obtain the numerical results. Figs. 24 shows
the DL channel estimation performance in SISO transmission
for AWGN channel. In our results, the MSE performance
for fixed-point implementation is very close to floating-point
result. Although we set a lower bound to noise variance, the



TABLE IX
OFDMA DOWNLINK PARAMETERS

[ Parameters [ Values
Bandwidth 10 MHz
Central frequency 3.5 GHz
Nuysed 865
Sampling factor n 28/25
G 1/8
Nppr 1024
Sampling frequency 11.2 MHz
Subcarrier spacing 10.94 kHz
Useful symbol time 91.43 ps
CP time 11.43 ps
OFDMA symbol time 102.86 us
Sampling time 44.65 ns

TABLE X
PROFILES OF SUI-2 AND SUI-5 CHANNELS [13]

SUI - 2 Channel
Tap 2
04

Tap3 Units

Delay ns

dB

Power (omni ant.)
90% K-fact. (omni) |2
75% K-fact. (omni)

Power (30° ant.)
90% K-fact. (30°)
75% K-fact. (30°)

Doppler 025 Hz

C

Trass = 0.202 pis,
overall K: K = 1.6 (90%); K
30°amtenna: e = 0.069 pis

Antenna Correlation:
Gain Reduction Factor:
Normalization Factor:

Terrain Type:
Omni antenna:

5.1(75%)

overall K: K = 6.9 (90%); K = 21.8 (75%)

SUI - 5 Channel

Tap 1 Tap 2 Tap3 Units
Delay 0 4 10 us
Power (omniant) | 0 ] 10 dB
90% K-fact. (omni) | 0 0 0

75% K-fact. (omni) | 0 0 0

50% K-fact (omni) | 2 0 0

Power (30° ant.) 0 11 22 dB
90% K-fact. (30°) 0 0 0

75% K-fact. (30°) 2 0 0

509 K-fact. (30°) 0 0

Doppler 2 15 25 Hz
Antenna Correlation:  paw =03 Terrain Type: A

Gain Reduction Factor: =4dB TRys =2.842 ps

Normalization Factor:

Omni antenna:

Fonmi
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Fir =-0.3573 dB

overall K: K= 0.1 (90%):
30° antenna: TR =12

overall K: K= 0.4 (90%): K = 1.3 (75%): K=4.2 (50%)

3(75%); K= 1.0 (50%)
15

error floor phenomenon is not obviously for MSE in AWGN
channel.

3. SISO Transmission Results

We conduct simulation with the six SUI channels to examine
the channel estimation performance. Figure 25 and Figure 26
shows the simulation results in SUI-2 channel and SUI-5
channel, respectively. In our result, because of the precise
problem, the MSE performance of channel estimation different
velocities become hardly distinguishably. When SNR small,
the MSE curve for fixed-point is very close to floating-point,
but if the SNR value is bigger than 12 dB, because we
set a lower bound to avoid singular, the error floor would
occurrence.
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Fig. 24. Fixed-point channel estimation MSE and SER for QPSK in AWGN
for IEEE 802.16m downlink.

4. SFBC Transmission Results

SFBC is a technique that uses multiple antennas to achieve
better diversity effect. Figure 28 and Figure 29 shows the
simulation results in SUI-2 channel and SUI-5 channel, re-
spectively. In our simulation, we use two transmit antennas and
one receive antenna. We estimate the two channel responses
separately. So the MSE performance is not different by using
SFBC as compared to SISO, but the SER performance is
better. To check with our results, the fixed-point MSE curve
is very close to floating point and which has similar SER
performance to floating-point in AWGN channel.

6. CONCLUSION

In this thesis, first half of that we discussed about the
LMMSE channel estimation method for OFDMA downlink
and uplink for IEEE 802.16m. We summarize the process to
following steps:

o First, use least-square method on pilot position to get
each pilot response.

Second, do linear interpolation in time to get all the pilot
response and related equivalent to true pilot position and
there referred to as pilot positions..

Third, use pilot response to calculate mean delay and rms
delay.

Fourth, use above two parameters to calculate correlation
function

Fifth, use correlation function to calculate Wiener filter
coefficient.
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« Sixth, calculate data response by Wiener filter calculation.

and we extended to multiple antennas with SFBC technique,
we validation with C code simulation and compared the result
with different channel types.

The last half of thesis we discussed about fixed-point
implementation on DSP chip. We integrated the contents to
following items:

o We analysis the advantages and defects of fixed-point and
floating-point calculation.

Discussed the importance of scaling factor and propose

two different scaling expression for reference.

o The knack of nonlinear function implementation and

summarized four steps for fixed-point implementation

pre-work.

We designed a division subfunction to prevent overflow

operation and maintain the precision.

o Along the channel estimation process to analysis and
optimized the C code.
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Abstract—We consider the design of a multi-input multi-output
(MIMO) transmission system equipped with distributed, single-
antenna amplify-and-forward relays. In particular, we consider
how to optimize the complex forwarding coefficients of the
relays to maximize the system capacity. Existing studies on
MIMO relay network designs mostly concentrate on the case
of single relay with multiple antennas, whose results are not
applicable to distributed networks. We first analyze how the
system capacity relates to the relay transmission powers and
the channel coefficients. An upper bound on the asymptotic
capacity at high relay powers is derived. Aided by the capacity
results, we consider the optimization of relay coefficients under
two noise conditions: that where the destination noise dominates
the total noise and that where the relay noise dominates the
total noise. It turns out that no simple analytic solutions can
be found for all relay network sizes. Therefore, we propose
suboptimal solutions that involve computation of optimal relay
coefficients with optimal selection of relays for network sizes
that can be solved analytically. The results on diversity order are
found to show resemblance to that for single-hop MIMO systems
employing antenna selection. Simulation results also verify the
superior performance of the proposed technique.

I. INTRODUCTION

There is a recent surge in studies of relay-aided multi-
input multi-output (MIMO) transmission due to its potentials
in answering to the ever-rising quest for higher mobile data
speed. The primary uses of relays, as envisioned by many,
are to enhance coverage and capacity. To preserve the degree
of freedom available in a MIMO system, in such relay-aided
MIMO transmission it is natural to consider using a relay with
multiple antennas or using a relay network.

For the case of single relay equipped with multiple antennas,
both single-input single-output (SISO) [1] and MIMO [2],
[3] end-to-end transmissions have been considered. To fully
exploit the advantage that may be offered by the relay, suitable
beamforming over the multiple relay antennas is needed for
both the backward and the forward MIMO channels. One
disadvantage of the single-relay architecture is its lack of
spatial or system diversity. When the single relay is in an
outage condition due to fading or other reasons, the relaying
link breaks. A reasonable alternative, therefore, is to employ
geographically scattered multiple single-antenna relays for

This study was conducted under the Wireless Broadband Communications
Technology and Application Project of the Institute for Information Industry,
which has been subsidized by the Ministry of Economic Affairs of the
Republic of China, and under Grant NSC 98-2219-E-009-012 of the National
Science Council of the Republic of China.
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better diversity. However, the advantage in diversity comes
at the cost of greater difficulty in beamforming compared to
using a single multi-antenna relay, as subsequent discussion
will further demonstrate.

For the case of multiple single-antenna relays, i.e., the
case of a distributed single-antenna relay network, the most
straightforward design conceivable of the relay gains (i.e.,
relay coefficients) is to assign identical gains to all relays
subject to some power limit. This has been termed the all-pass
scheme [4]. Some have studied the ergodic characteristics of
capacity under simple designs like the all-pass [5]. But how
to effect good designs of the relay gains remains a problem
to be further looked into.

In this work, we consider the design of distributed single-
antenna amplify-and-forward (AF) relay networks. In partic-
ular, we consider the optimization of the relay forwarding
coefficients for maximization of the Shannon capacity of the
system. We aim at an analytical solution of the problem,
although it will be seen later that there are limits to what
can be achieved by analysis. We assume that the relays know
the relevant channel coefficients (or channel state information,
CSI).

First, we examine the dependence of capacity on the relay
transmission powers and the channel coefficients. Due to the
use of AF, both the signal power and the relay noise are
scaled by the relay forwarding coefficients. We show that the
capacity increases with the relay output powers, but there is an
upper bound to its asymptotic value at the limit of very high
relay powers. The analysis also helps to guide the subsequent
relay network design. In relay network design, we note that
there are two noise terms that impact the system performance,
namely, the relay noise and the destination noise. We find
that an analytical characterization of the optimal solution and
the performance bound can be obtained when either noise
dominates the total noise and when the number of relays are of
certain particular values. Based on these observations, we thus
propose suboptimal designs that optimize the relay forwarding
coefficients with proper relay section.

The resulting performance of the proposed designs shows
close resemblance to that of MIMO systems with antenna
selection [6], [7], which have been developed to reduce the
complexity of the MIMO transceiver without sacrificing the
diversity order by activating only a subset of the transmitter
or the receiver antennas. In [7], the outage diversity with
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Fig. 1. MIMO system with distributed relays.

antenna selection is shown to be similar to a full-complexity
MIMO system (i.e., without antenna selection). Further ap-
proximations to capacity distribution and performance loss of
antenna selection have been conducted in [8] and [6]. Thanks
to this analogy we may predict that a relay-selection system
with optimal setting of relay forwarding coefficients would
have similar performance characteristics to the better-studied
MIMO antenna-selection systems.

In what follows, Sec. II describes the system model and con-
siders its Shannon capacity. Sec. III discusses the optimization
of relay coefficients. Sec. IV presents and elaborates on some
numerical results. And Sec. V is the conclusion.

II. SYSTEM MODEL AND CAPACITY ANALYSIS

We consider a distributed MIMO relay system composed of
one source terminal, one destination terminal, and L single-
antenna relays. The source and the destination terminals are
both equipped with M antennas. The relays simply amplify
the received signals from the source (with possibly different
complex gain coefficients) and transmit the amplified signals to
the destination. Hence the destination terminal would receive
both the amplified signals and the amplified relay noises. To
preserve the degree of freedom provided by the source and the
destination terminals, we assume L > M. Fig. 1 illustrates the
system model.

Let © € CM and y € CM denote the signals transmitted
from the source terminal and received by the destination
terminal, respectively, where C denotes the set of complex
numbers. Let G € CE*M be the matrix of MIMO channel
coefficients between the source terminal antennas and the
relays, where superscript H denotes Hermitian transpose. Sim-
ilarly, let F € CM*Z be the channel matrix between the relays
and the destination terminal antennas. The received signals
at the relays are assumed to be subject to additive complex
circular white Gaussian noise (AWGN) ng ~ CN (0, O’QRI L)
where I denotes the L x L identity matrix. Likewise, the
received signals at the destination are interfered by AWGN
np ~ CN(07J%IM)

Upon receiving the (composite) signal from the source,

the ith relay applies a complex gain r(i) € C. Let r =
[r(i),---,7(L)]T represent the gain vector of the relay net-
work, where superscript 7' stands for matrix transpose. As-
sume that no direct link exists between the source and the
destination. The end-to-end transmission behavior can be
written as

y = FRG"xz+ FRngp+np (1)

where R = diag(r) with diag(r) denoting a diagonal matrix
formed of the elements of vector r.

In any practical design, the transmission powers of the
source terminal and the relays are limited. Therefore, we
assume that the source transmits independent streams over its
M antennas with equal power o2. On the other hand, assume
that the relay network is subject to a total power limit Pg.
Hence we have

tr(E{(RG"z + Rny)(RG"z + Rng)"})
L

Y (0 +ozlg PP,

i=1

Pr >

where ||-|| denotes the 2-norm of a vector and g, represents the
ith column of G, which is a vector of the complex conjugates
of the channel coefficients between the source antennas and
the ith relay.

A. System Capacity

The noise vector FRngr + mp in (1) received at the
destination is in general spatially correlated. To find the system
capacity, consider using a noise whitening filter W2 at the
destination, where W is the autocorrelation matrix of the noise
given by

w E{(FRng + np)(FRnp +np)™}

= o5y +0%(FR)(FR)". (2)

Let H £ FRG! denote the noise-free equivalent end-to-end
channel matrix. The system capacity is then a function of R
as [9]

C(R) £ logdet(Iy +o2HY"W'H) 3)

where det(-) denotes the matrix determinant and log stands
for base-2 logarithm. The optimization problem can be stated
as

R, = arg max C(R) 4)
subject to
L
Pr > (0% +o2llg,l®) (D). S
i=1

B. Power Scaling and Capacity

The inequality power constraint (5) naturally prompts one
to think: is it possible to simplify the constraint by considering
only the equality therein without impacting the optimality of
the solution? Or, alternatively, given a certain 7 that satisfies
(5) with inequality, will the system capacity be increased by
scaling r to reach equality in (5)? Intuitively, the answer may
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seem to be a no-brainer as increasing the transmission power
should be beneficial to the signal-to-noise ratio (SNR) and
thus the capacity. But mathematically, due to the presence
of some matrices in (3) and (1), a solid proof nevertheless
requires a little work. We give the proof in Appendix A.
(Some intermediate results in the proof will also have use
later in system design.) For convenience, we state the result
as a theorem.

Theorem 1 (Capacity scaling): When the (complex) relay
gains R are scaled by s € C with |s| > 1, C(sR) > C(R).

Therefore, we confirm that scaling up of the relay gains
can increase system capacity. Hence we may simplify the
optimization constraint to

L
Pr="Y (0% +02llg:|*)Ir(i). 6)

i=1

That is, the relays should transmit at the maximum allowed
total power.

Next, one may wonder if the capacity could increase without
bound if the total relay transmission power tends to infinity.
Intuitively, the answer may appear to be another no-brainer
because, from (1), the quality of the source-to-relay links
should place a cap on the amount of information rate that
the system can support, however much the relay transmission
power can be. But again, a solid mathematical proof requires
a few lines of reasoning. Again for convenience, we state the
result as a theorem below and prove it in Appendix B.

Theorem 2 (Asymptotic capacity with high relay power):
As |s| — oo, C(sR) is upper-bounded by

log det[I s + (E)QGGH}
OR
and it approaches the upper bound if and only if G and FR
span the same row space.

With Theorem 2, it is verified that C(R) is upper-bounded

irrespective of the power level of the relays.

III. RELAY NETWORK DESIGN FOR TwO TYPES OF NOISE
DOMINATION

We now consider how to design the relay coefficients
for maximization of the system capacity. Directly solving
(4) seems difficult because the diagonal nature of matrix R
rules out conventional beamforming-based solutions [2]. While
algorithms can always be developed to facilitate a solution of
the problem via computation, an analytical solution may give
more insights to the nature of the optimizing solutions. The
latter is the approach taken in this work. For this, note first that
the system performance depends on two noise terms, namely,
the relay noise vector ny and the destination noise vector
np. The problem becomes much more tractable when one of
them dominates. In what follows we concentrate on these two
simplified scenarios and attempt at the corresponding solutions
of optimal relay gains.

A. Destination Noise-Dominating: Relay Selection and Power
Allocation

When op > og, from (2) we have W ~ 0% 1. Thus from
(3) we get

C(R) ~ logdet[Iy + (22)2H" H]

op
£ Cp(R). @)

Hence the capacity is nearly that of an M x M MIMO system
with an end-to-end channel matrix H at SNR = (0, /0p)?.
Even in this simplified condition, a simple general solution
that maximizes Cp(R) for L > M is, to the best of our
knowledge, not available. Nor is the efficient technique for
maximization of matrix determinant through convex optimiza-
tion under linear matrix inequality constraints [11] applicable.
However, we find that an analytical solution can be obtained
for L = M under high SNR. To proceed, therefore, we first
develop the solution for this condition. The solution can be
applied to the condition L > M to select good relays.

Let p;(H" H) denote the ith largest eigenvalue of H H.
With L = M and under a high end-to-end SNR, we have

Cp(R) ~ log det|[(Z2)2 H" H|
op
Oz

= log[(g)Q det(FF™)det(GG") det(RR™)]. (8)

So we need to find R to maximize det(R) subject to the
power constraint (6). Equivalently we may do

mgXH |r(4)|? ©)

subject to
L

Pr=Y (on+aillgl®)r()F = oz Y llg:llr()[*. (10)
i=1 i

Employing the Lagrange multiplier technique leads to the relay
power allocation

Pg

_— 11
MoZ]g, P (an

[ropt(i)] =
When L > M, we can do relay selection by choosing M
relays out of the L such that (8) is maximized.
It is of interest to note that, under the above solution, the
product of the last two determinant terms in the right-hand-
side (RHS) of (8) is upper-bounded as

det(GGY) Py
H H _ ' \M
det(GGM) det(RRY) = Lol (3707

P

(3702 (12)

The last inequality can be shown by considering QR de-
composition of G. Let Rs denote the triangular matrix in
the decomposition. Then det(GG™) = [, |[Rc(i,4)|* where
R (i,4) is the ith diagonal element of R¢. Apparently,
|Rc(i,4)]* < ||rg,||> where r¢, denotes the ith column of
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Rg. But ||rg,||? = |lg;||* because R and G are related by
a unitary transform. Thus the result. For convenience, define

loss factor
H |Re(i,1)
||gz||2

We have Ly < 1, with equality if G G is diagonal.

13)

B. Relay Noise-Dominating: Relay Selection and Distributed
Beamforming

If orp > op, then from (19) and (21) in Appendix A we
have

C(R) =~
£ Cr(R)

where V' € CL*M ig the matrix of right singular vectors
of F'R with its ith column corresponding to the ¢th largest
singular value of F'R. Comparing with (30) in Appendix B,
we see that the situation is similar to that with very high
relay transmission power. Hence by Theorem 2, Cr(R) is
maximized if the relay setting can be such that F'R spans the
same row space as G. Note that, contrary to the case where
op > og, in the present case the relay power distribution
is not critical to the performance; only the row space of F'R
matters. In other words, we have a problem of beamforming
under a distributed relay network that should try to align the
row space of F'R with that of G.

To proceed, let f{{ denote the ith row of F. Let Vxy €
CEX(L=M) be a matrix of basis vectors for the orthogonal
complement of the row space of G that is, GV = 0. And
let ®; = diag(f¥)V y. Immediately we have

Ji(r) = ffRVN
= rTdiag(f;))VNy=7T®;, ic{1,...,

To make the row space of F'R equal to that of G, we should
make j,;(r) = 0 Vi. For this, collect ®; Vi to form

DL[P Dy - By cCLXMULM)

Then 7 is an optimal solution that maximizes Cgr(R) if
rT® = 0. The existence of such a solution would require
M(L— M) < L if ® is of full rank.

Recall that we have assumed L > M. When L = M + 1,
the inequality M (L — M) < L holds and the existence of a
maximizing solution 7 is guaranteed. There is more than one
way to solve for the optimal r, which we will not elaborate
here. When L > M + 1, the upper bound on Cr(R) (as
indicated in Theorem 2) is unreachable. But there still exists
an optimal 7 that maximizes Cr(R), only that a closed-
form solution is not available. A suboptimal design is to
consider all possible combinations of M + 1 relays and pick
the combination with the best performance. Note that the
determination of the best relay combination does not require
solution of the optimal » in each case. It can be achieved by
comparing the performance upper bounds given in (31). Then
the optimal r for the best relay selection can be derived based
on the above-discussed methods for L = M + 1.

logdet{T, + (22)2GVVIGT}
OR

(14)

M}. (15)

(16)
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X D

‘‘‘‘‘ ant selection
! < "umu(j/c =102
D' "R

' :5 ; ---GD/GR=1

CDF

L 402
s ——allpass, cD/csR_1 0

.,
-

’
i i i i
12 14 16 18 20 22 24 26 28

capacity (bps/Hz)

Fig. 2. MIMO system with distributed relays in destination noise-dominating
condition.

IV. NUMERICAL RESULTS

To verify and further analyze the performance of the pro-
posed technique, we simulate relay-aided MIMO transmission.
The channel matrices F' and G are both M x L complex
Gaussian matrices with i.i.d. entries distributed according to
CN(0,1). Besides the relay-selection systems proposed in
Sec. III, for benchmarking purpose we also consider the all-
pass systems as a conceivable example of simple network
designs. In addition, a single-hop MIMO system based on
antenna selection is also simulated for comparison of the
associated diversity orders. We illustrate the performance of
different schemes in terms of the cumulative distributions
functions (CDFs) of their capacities.

Figs. 2 and 3 show the system performance in the desti-
nation noise-dominating condition. In Fig. 2, we see that as
the relay noise increases, the capacity drops (i.e., the CDF
curve shifts to the left). As expected, the all-pass design
results in much worse performance than the proposed design.
Examining the slopes of the CDF curves, we see that the
system with distributed relays shows the same diversity order
as the single-hop system with antenna selection. Fig. 3 shows
the performance under different numbers of relay. We see that
the diversity order grows with the size of the relay network,
as can also be appreciated by comparing the slopes of the
corresponding CDF curves with that for single-hop antenna-
selection systems. In both Figs. 2 and 3, there are capacity gaps
between relay systems and corresponding antenna-selection
systems, which arise due to the loss factor L.

Now consider the performance under the relay noise-
dominating condition. Fig. 4 shows how the performance
varies with different relative noise levels. A characteristical
difference between the system performance in this condition
and that shown in Fig. 2 is the apparent loss of diversity order
as the destination noise becomes large. This should be the
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Fig. 3. MIMO system with distributed relays in destination noise-dominating
condition: performance with different relay network sizes.

consequence of mismatch between the actual noise condition
(that the relay noise is not dominating) and the assumed
condition (that the relay noise dominates) under which the
solution is obtained. Nevertheless, with sufficiently dominating
relay noise (such as when or/op = 10 or 100), the diversity
performance becomes close to that of an antenna-selection
system, which in turn has a similar performance in diversity
order as a full MIMO system (the “full 3 x 6 MIMO” curve
in the plot), only a lower beamforming gain. In addition,
the capacity of the all-pass design still falls significantly
below that of the proposed design mostly. In Fig. 5, we
see that the performance of the proposed design is tightly
upper-bounded by the corresponding antenna-selection system
(assuming equal number of antennas to select from as there
are relays), and the diversity order again grows with the size
of the relay network in a similar way to an antenna-selection
system.

V. CONCLUSION

We considered the design of distributed relay networks to
aid MIMO transmission, where a major point in considering
a distributed relay network instead of a single multi-antenna
relay was the potential to effect a better diversity performance.
An analytical solution was attempted, though it turned out that
such analytical solutions could only be obtained for a limited
number of conditions. Nevertheless, these analytical results
facilitated suboptimal designs that could exploit the diversity
order afforded by the relay network to a similar degree to that
of a single-hop MIMO antenna-selection system. The proposed
suboptimal designs employed relay selection with optimal
setting of relay gains. Simulation results were presented which
demonstrated the diversity order performance of the proposed
designs and its superior performance compared to the simple
all-pass design.
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Fig. 4. MIMO system with distributed relays in relay noise-dominating
condition.
M=3, L=6, 9 or 12, 6 =1, 6,=0.1, 6_=0.01
) X R D
10
(- |dashed: ant selection
107" 8 . ]
L
o
O
1071 b
24 - 25 26 - 27 28 2‘9 3‘0 3‘1 3‘2 33
capacity (bps/Hz)
Fig. 5. MIMO system with distributed relays in relay noise-dominating

condition: performance with different relay network sizes.

APPENDIX A
PROOF OF THEOREM 1

First, it is clear in (3) that C(sR) = C(|s|R). Without
loss of generality we assume s € R (the set of positive real
numbers) hereafter.

Consider a singular value decomposition of F'R given by

FR=UAVH (17)
where for convenience we let A be M x M. Thus U € CM*M
is the matrix of left singular vectors as usual, but the matrix of
right singular vectors V' becomes L x M, that is, V' € CL*M
Further, let the singular values along the diagonal of A be

arranged in descending numerical order. Let \; denote the ith
diagonal element in A. Substituting the above into (2) and (3),
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we get
W =UxU", (18)
C(R) = logdet{I + c2G[(FR)!* W~ (FR)|G"}
=logdet{I,; + c>G[VEVH]G"}, (19)

where ¥ and X are diagonal matrices with their ith diagonal
terms given by
2(i,i) = op+ (orlN])%,
|Ai|? _ NP
op + (orlNil)>  B(id)
By scaling R to sR and using W, to denote the resulting
noise correlation matrix at the destination (in place of W),
we find
W, =031+ (sop)’(FR)(FR)" =UZ,U", (22
C(sR) = logdet{I + o’G[s*(FR)"W ' (FR)|G"}
=logdet{I + c2G[VE,VH]|G"}, (23)

(20)

(i) = 1)

where X, and 3 are diagonal matrices with their ith diagonal
terms given by

¥.(i,3) = ob+ (sor|\i)?, (24)
S.(i,0) = NP, aS(i,49), (@25
s oL+ (sorlN)2 T
(26)
with a; defined as
- s2[o% + (or|N])]? @

op +s*(oFNil)?
Note that a; > 1 and a; < aj for ¢ < j.
From (23) and (25), 3 can be expressed as the sum of two

diagonal matrices as
3, =X 4 2, (28)

where X A is some nonnegative diagonal matrix. Then, based
on the eigenvalue inequalities concerning the sum of two
nonnegative-definite matrices [10, Sec. 6.4], we have
C(sR) > logdet{I +ac’G[VEVH|G"}
> C(R).
APPENDIX B
PROOF OF THEOREM 2

(29)

From (25), as |s] — oo the significance of op vanishes, so
that ¥,(,4) ~ 0,* and
C(sR) ~ logdet[I s + (0, /0r)’GVVHEGH]  (30)
where V' is the matrix of right singular vectors of F' R as given
in (17). To obtain the result, the key is to grasp the eigenvalue
structure of GV VG | or equivalently that of GFGV V.
For this, let p;(M) denote the ith largest eigenvalue of a
matrix M that has real eigenvalues. We have
p(G"G) > p2(G"G) > -+ > pu (G G) > 0,
pi(VVIY =1 1<i<M,
pi(GHG) = p;(VVH) =0, M+1<i<L.

Therefore, based on the eigenvalue properties concerning
matrix products [10, Sec. 6.6], we have

pi(GTGVVH) < pi(G"G)p(VVT)

= p(GTG). 31

The equality in the first line of the above equation holds if and
only if G and V' span the same row space, or equivalently, if
and only if G and F' R span the same row space. In conclusion,
as |s| — oo,

C(sR) < logdet[Iy + (0./0r)*GGH], (32)

where the equality holds if and only if FFR and G span the
same row space.
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