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Abstract

In this three-year project, we have
developed a telephone-speech and a
microphone-speech  Mandarin  syllable
recognizers. Both of them use the HMM
approach to train right-context-dependent
initial and final models using MAT-2000
and TCC-300 databases. Syllable accuracy
rates of 67.1% and 70.9% were obtained.
Using these two Mandarin  speech
recognizers and a previously developed text-
to-speech (TTS) system, we have
implemented three blind-aid systems. Oneis

a telephone-speech email read/reply system.
Another is a dictionary access system. The
other is an electronic book read system.
They are al voice-controlled with input
speech recognized by these two speech
recognizers and voice-responded with
output speech generated by the TTS system.

Keywords. Blind-ad system, Mandarin
speech recognition, Text-to-speech.
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